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GENERAL INTRODUCTION

Numerous applications require the storage and transmission of document images. This leads to

serious privacy concerns, specially considering the sensitive nature of the data stored in such

images. Enforcing the security of document images is a paramount issue for many industries

including financial, medical and legal. One easy strategy to enforce the security of document

images is by means of cryptography. However, once an image has been decrypted, it can be

easily manipulated and transmitted. Avoiding abuse (specially by insiders) requires a security

mechanism that will “follow” the image wherever it goes and no matter what manipulation it

suffers (as long as the manipulation does not affect its commercial value).

Digital watermarking allows the embedding of image-related data in a covert manner by ma-

nipulation of pixel values. This process is subject to a trade-off between robustness against

image processing operations (attacks) and image quality. Since it is covert and involves manip-

ulation of pixel values, a watermark provides means of enforcing the integrity and authenticity

of a given image. The common approach is to employ a robust watermark (which can resist

attacks) in order to enforce authenticity and a fragile watermark (which is easily destroyed by

attacks) in order to detect tampering (enforce integrity).

Problem statement

The trade-off between quality and robustness can be adjusted by manipulation of heuristic pa-

rameters of the watermark embedder which means that digital watermarking can be formulated

as an optimization problem. Different applications and images result in different trade-offs.

Manual adjustment of such parameters is unfeasible in real world applications since it involves

a lot of trial and error.

The common approach in the literature (Vellasques et al., 2010a) is to employ evolutionary

computing (EC) techniques such as Genetic Algorithms (GA) (Holland, 1992) and Particle

Swarm Optimization (PSO) (Kennedy and Eberhart, 1995) in order to find the set of embedding

parameters that results in an optimal trade-off between robustness and quality for each image
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and/or application (set of attacks), an approach known as intelligent watermarking (IW). EC

tackles optimization by evolving a population of candidate solutions during a certain number

of generations. However, most IW approaches are limited to proof of concept scenarios (e.g.:

less than 10 images) because of the high computational cost of EC. In practical applications,

streams containing tens, hundreds or even thousands of document images are not uncommon.

One strategy to tackle the optimization of embedding parameters for such long streams of

document images is to assume that a new case of optimization problem (associated with a

new image) is somehow related to one or more previous cases of optimization and then, to

employ knowledge of previous cases of optimization. In the EC literature such type of problem

is known as a dynamic optimization problem (DOP). In a DOP the optimum (or optima for

multi-modal problems) location changes with time. During a change, the optimum can suffer

a variation either in the parameter (type I), fitness (type II) or both spaces (type III) (Nickabadi

et al., 2008). A change is subject to severity in space and time. There are two main scenarios

for DOP: in the first one (periodical) the optimum suffers variations in fixed time intervals

while in the second one (cyclical or recurrent) one or more fixed states (problem instances)

occur repeatedly (Yang and Yao, 2008).

Since each image in a stream of document images corresponds to a single optimization prob-

lem, a stream of document images can be seen as a stream of optimization problems. In this

research, it is hypothesized that because of similarities in image structure, some problem in-

stances will re-appear over time which means that the optimization of embedding parameters

for a stream of document images can be seen as a cyclic DOP. However a few remarks must

be made. Firstly, it is reasonable to consider that two different images can share the same set

of optimal embedding parameters. But it is extremely unlikely that two different images will

result in the same combination of robustness and quality. This means that such cyclic DOP for-

mulation involves similar rather than exact problem instances occurring repeatedly. Moreover,

type I changes are also extremely unlikely. Therefore a new image might either correspond to

a completely new problem instance (severe type III) or to a problem instance with the same

optimum location as a previous instance but different fitness value (type II).
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It can be said that there is an equivalence between optimal solutions obtained in cases of both,

type II and non-severe type III changes (defined here as pseudo-type II). An optimal solu-

tion obtained for a given problem instance will still be optimal if that instance suffers a type

II change. For a pseudo-type II change, other candidate solutions might provide a robust-

ness/quality trade-off equivalent to what would be obtained through re-optimization without

incurring in the heavy cost of EC. This means that for such cases, re-optimization can be

avoided, leading to substantial decrease in the computational burden of EC.

This leads to three questions: How to preserve knowledge about previous problems? How

to measure their similarity with new problem instances? How to update the knowledge of

previous problems with knowledge obtained for new problem instances?

Such strategy of replacing costly re-optimization operations by ready-to-use solutions assumes

a highly recurrent stream of optimization problems. However, as the amount of recurring

problems decreases, tackling the cost of re-optimization operations becomes more important.

This leads to the fourth question: How to employ previous knowledge in order to decrease the

cost of re-optimization?

Objective and contributions

The main objective of this research is to decrease the computational cost of IW for streams of

document images. In terms of volume, most real world applications rely on bi-tonal images.

For this reason, the bi-tonal watermarking system of Wu and Liu (Wu and Liu, 2004) was

employed as the baseline watermarking system in this research. The reason is that most bi-tonal

watermarking systems found in the literature are specialized to certain applications while the

system of Wu and Liu is considerably general and modular. The only limitation is that one of its

modules (flippability analysis) is quite rigid to be employed in an optimization scenario and for

this reason, the flippability analysis technique proposed by Muharemagic (Muharemagic, 2004)

is employed in this research. Regarding EC technique, a diversity-preserving PSO is employed

because of its fast convergence and ability to survey multiple optima (Kapp et al., 2011). These

two facts play an important role in preserving knowledge about a given optimization problem.



4

In a first moment IW is formulated as a DOP and the role of static solutions in preserving

knowledge of previous cases of optimization problems for homogeneous streams of document

images is investigated. Then, the use of density estimates of solutions found during optimiza-

tion as a tool for preserving such knowledge for heterogeneous streams of document images

is investigated. After that, a study is conducted on the use of previously learned density esti-

mates as a mean of decreasing the cost of re-optimization in situations involving high variation

between problem instances.

The main contribution of this research is the creation of a memory-based dynamic optimization

technique that allows decreasing the cost of IW for streams of document images. The proposed

approach has multiple levels with increasing computational cost. The architecture is organized

into recall and optimization levels. A recall level comprises two main tasks: (1) comparing

the similarity of new and previously seen problem instances, defined as change detection; (2)

recalling ready-to-use solutions from the memory when the new problem is similar to a pre-

viously seen problem. An optimization level is only triggered if a similar problem case is not

found in the memory and also comprises two main tasks: (1) performing optimization when

a new problem is too different from previously seen problems; (2) building and updating a

precise and compact representation of the stream of optimization problems up to that point.

Knowledge about the stream of optimization problems is stored in two memory levels – Short

Term Memory (STM) which contains knowledge about a single problem instance and Long

Term Memory (LTM) which contains knowledge about multiple problem instances.

The first contribution is a technique that relies on a memory of static solutions as a mean of

preserving knowledge about previous optimization problems. To this end, a novel strategy

to employ memory solutions in order to perform change detection is proposed. This allows

avoiding costly re-optimization operations for changes of type II (both real and pseudo). The

focus here is on tackling optimization of embedding parameters for homogeneous streams of

document images. However, an adaptive memory is essential for heterogeneous streams of

document images, which leads to the second contribution.
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The second contribution is a memory of density estimates of solutions found during optimiza-

tion. Such memory provides a comprehensive model of a stream of optimization problems.

A memory management mechanism which allows the knowledge of a stream of optimization

problems to be accumulated in an incremental manner is proposed. Simulation results indi-

cate that such memory is flexible enough to adapt to variations in heterogeneous streams of

document images. Since re-optimization cannot be completely avoided, decreasing the cost of

re-optimization is something crucial for industrial applications of IW, which leads to the third

contribution.

Finally, in the third contribution of this thesis, the density estimates are employed in regression

mode as a mean of replacing costly fitness evaluations during re-optimization, in a strategy

known as surrogate-based optimization (Queipo et al., 2005). This allows seeing optimization

as a machine learning problem: surrogates are trained in a controlled environment and assigned

to similar problems. It has been demonstrated empirically that such strategy is preferred in

situations involving high variability in the problem stream (e.g. changing the sets of attacks)

as surrogates allow decreasing the computational cost of re-optimization.

Organization of this Thesis

This manuscript-based thesis is organized into four chapters. In Chapter I a literature review

on IW is presented. Proof-of-concept simulation results are provided in order to demonstrate

the main advantages and limitations of IW. The content of this chapter was published as a book

chapter in the Handbook of Pattern Recognition and Computer Vision, 4th edition (Vellasques

et al., 2010a).

In Chapter II a memory-based Dynamic Particle Swarm Optimization (DPSO) technique is

proposed. This approach relies on a memory of static solutions in order to decrease the com-

putational burden of IW for homogeneous streams of document images by replacing costly

re-optimization operations by memory recall. The performance of this approach is evaluated

using streams of scientific journal pages. The content of this chapter was published at the 10th
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International Conference on Intelligent Information Hiding and Multimedia Signal Processing

(Vellasques et al., 2010b) and Applied Soft Computing (Vellasques et al., 2011).

In Chapter III a memory of Gaussian Mixture Models (GMMs) is proposed, which is better suit

to IW of heterogeneous streams of document images. To this end, specialized memory man-

agement operators were devised, which allow adapting the memory of GMMs to variations in

the stream of optimization problems. It was demonstrated that such adaptive memory improves

the performance of a memory of static solutions in scenarios involving heterogeneous streams

of document images. The content of this chapter was published at the Genetic and Evolu-

tionary Computation Conference (GECCO) 2012 (Vellasques et al., 2012b) and accepted for

publication in Applied Soft Computing (Vellasques et al., 2012a).

In Chapter IV a technique that employs GMMs in regression mode is proposed, in order to re-

place costly fitness evaluations during re-optimization. In the proposed technique two levels of

surrogates with increasing computational cost and precision are employed, where the first level

tries to solve the optimization problem at the least possible cost while the second one works in

a best-case scenario, behaving as an “insurance policy” for the previous level. It was demon-

strated that such approach allows a significant decrease in the cost of re-optimization. Tackling

the cost of re-optimization is a concern in scenarios involving high variation in the streams

of document images. The content of this chapter was submitted to Applied Soft Computing

(Vellasques et al., 2012c).



CHAPTER 1

INTELLIGENT WATERMARKING

In this chapter we introduce the main aspects of intelligent watermarking systems to the un-

familiarized reader. Intelligent watermarking concerns the use of computational intelligence

techniques as a mean of improving the performance of digital watermarking systems. Digi-

tal watermarking systems have become increasingly popular, specially due to the challenges

behind the protection of multimedia documents in the Internet age. A crucial aspect of dig-

ital watermarking is that in real world applications, the performance of an embedder varies

accross different images. In specialized watermarking systems, such issue can be tackled op-

erationally, by limitting the type of image that a system will handle, for example. However,

in a less constrained scenario, making sure that the watermarking is appropriately tunned for a

specific image is a key element in protecting that image. Manually adjusting the watermarking

system for each image is extremely expensive. In such case, the most appropriate strategy is

to rely on techniques that can adapt the watermaking process automatically to variations in the

data. The content of this chapter was published as a book chapter in the Handbook of Pattern

Recognition and Computer Vision, 4th edition (Vellasques et al., 2010a).

1.1 Introduction

Managing digital versions of documents like bank cheques, invoices and printed forms has a

significant role in modern economy. BancTec Inc1 claims that its customers process 50 mil-

lion documents a day, in 50 countries across the globe. The most common process involves

transforming a continuous physical document into digitized image using an acquisition equip-

ment (like a scanner), so they can be latter processed accordingly. These images are known

as document images. Each specific application poses different requirements on the quality of

these images. Some applications require high-definition, color images (e.g. over 16 million

colors). In others, when storage and computational resources are limited, grey-level (e.g. 256

tones of grey) images are adequate. In many applications, black-and-white (bi-tonal) images

1http://www.banctec.com/
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are adequate, which allow saving even more storing space and computational effort. This type

of image is known as bi-tonal image. Bi-tonal images account for a significant share in the doc-

ument management industry. According to BancTec, 95% of the 50 million document images

processed by its customers daily are bi-tonal.

Enforcing the (1) integrity (has tampering occurred) and (2) authenticity (who is the author) of

document images is considered a strategic issue by the financial industry, policy-makers and

high-tech industry. A technique named digital watermarking allows enforcing these aspects, it

comprises the covert embedding of information in an image through modifications on its pixel

values.

The applicability of digital watermarking for the enforcement of aspects (1) and (2) has been

shown in the literature (Cox et al., 2002; Petitcolas et al., 1999; Chen et al., 2001). The most

common approach is to use a watermark embedder to add side information in a subtle way

so it can be latter read with the use of a detector. The integrity is usually achieved through

robust watermarking – a watermark that can be still detected after the image has been modified

(assuming that the modification has not affected the commercial value of the image) – while

the authenticity is achieved through fragile watermarking – a watermark that is destroyed in

the case of tampering.

In a digital watermarking system, substantial efforts are required to adjust system parameters

to obtain an optimum trade-off between the robustness against attacks and the noise introduced

by the watermarking process. Usually, an increase in robustness leads to an increase in the

noise rate. Optimizing such parameters is not a trivial task. The most common strategy is

to perform this optimization on each image with the use of evolutionary techniques such as

Genetic Algorithms (GA) (Holland, 1992) and Particle Swarm Optimization (PSO) (Kennedy

and Eberhart, 1995).

Another issue with digital watermarking refers to making the processes involved in the em-

bedding and detection of a watermark more adaptable to variations across different images.
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This leads to another strategy which involves the application of suppervised learning in order

to model these processes through regression.

Although many of the general concepts apply to different media like audio, video or images,

there are many issues specific to each type of media. In this chapter, the state of the art in the

use of computational intelligence in the watermarking of images is reviewed.

A method to optimize a system for bi-tonal image watermarking with the use of evolutionary

computing is proposed as a case study. An adaptive watermarking system based on PSO is

proposed for tuning the parameters used for watermarking of bi-tonal images. This baseline

system embeds two watermarks – a robust one to enforce the integrity and a fragile one to

enforce the authenticity. Bi-tonal images have some particularities. Since its pixels can only

assume two values – black or white – the embedding must be carefully performed in order to

preserve the imperceptibility of the watermark. This poses some constraints to the embedding

capacity, since it is usually based on a trade-off between perceptibility and robustness against

noise.

This chapter is divided into five sections. In Section 1.2 the main techniques and challenges

of digital watermarking are presented. Section 1.3 covers the main aspects regarding the

use of computational intelligence to devise adaptive digital watermarking systems. In Sec-

tion 1.4, these concepts are illustrated in the optimization of a bi-tonal watermarking system

(Muharemagic, 2004) with the use of PSO (Kennedy and Eberhart, 1995). Finally, Section 1.5

concludes this chapter.

1.2 Digital Watermarking

A watermark is an imperceptible (or minimally perceptible) mark, embedded into an image

through modifications on pixel intensity values. There are numerous applications for digital

watermarking such as broadcast monitoring, owner identification, proof of ownership, trans-

action tracking, authentication, copy control and device control (Cox et al., 2002). It has two

main objectives. The first is to ensure authenticity, and for this reason it must be robust to

attempts of reproducing, removing or replacing. The second is to ensure integrity – any change



10

to watermarked image should create modifications also in the watermark so tampering could

be latter detected.

There are two alternatives for adding a watermark to a digital image. The first is through the use

of visible (but translucid) marks. Since visible watermarks affect the commercial value of an

image, this option will not be considered in the scope of this research. The alternative, consists

of adding side information, in an imperceptible manner, usually with some a perceptual model.

The imperceptible mark can be added either with or without the partition of the host image

into blocks, to allow the embedding of more than one bit. Regarding the domain, the encoding

can be performed either by directly changing pixel values (spatial domain) or by mapping the

image to a different domain (e.g. wavelet) and then changing the coefficients of this domain.

The typical structure of a digital watermarking system can be seen in Figure 1.1. The main

components of such system are the embedder and the detector. Since in digital watermarking,

a message is embedded into a media (image) and then recovered from that same image with

the use of a detector, the most common approach is to model watermarking as a form of com-

munication system (Cox et al., 2002) (as depicted in Figure 1.1). In this figure, a message (m)

is encoded into an appropriate signal, which is the watermark (wa). The watermark is then

embedded into a host or cover image (co), resulting in a marked image (cw). The marked image

is then compressed and/or processed and/or attacked. Then, a detector extracts the watermark

from the watermarked/attacked image cwn (here mn, which might have been influenced by

the compression/processing/attack) and uses it accordingly, for copyright control, tampering

detection, etc. Data can be detected in two possible ways – with or without the use of cover

image. The first is called informed detection while the second is called blind detection.

The fundamental problem of digital watermarking is to embed a certain amount of data into a

cover image in accordance with two conflicting objectives – watermark robustness and image

quality. That is, it is possible to make the embedded watermark more robust against certain

types of attacks by increasing the power of the watermark signal. But this usually requires

introducing more visual artifacts to the watermarked work.
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Figure 1.1 Communication model of digital watermarking (Cox et al., 2002).

Through the rest of this section, a survey of watermarking techniques is presented. Since wa-

termarking is limited by perceptual and robustness constraints, a review of the metrics and

techniques employed in the evaluation of visual (perceptual) impact and robustness of the wa-

termarking process will also be presented. Finally, this section will be closed with a discussion

about the main challenges concerning digital watermarking of images.

1.2.1 Survey of Watermarking Techniques

Although digital watermarking research is still new, many efforts have been devoted to struc-

ture its fundamentals. Some of the concepts involved came from other areas of research as

communications theory. Cox et al (Cox et al., 2002) describe the main properties of a water-

marking system.

A common approach is to model watermaking as a communication problem. Here, the wa-

termark is treated as a message and the cover media is treated as communication channel.

Through this approach it is possible to add layers to cover aspects like (Wu and Liu, 2003;

Muharemagic, 2004):

• Security;

• How to embed and detect one bit;

• How to embed more than one bit using multiplexing/modulation;

• How to deal with parts of the host data that cannot embed data;
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• How to detect which part of the data should be changed in order to ensure imperceptibil-

ity;

• What data to embed;

• What processing/embedding domain to use;

1.2.1.1 Embedding effectiveness

The embedding effectiveness of a watermarking system is related with the capacity of success-

fully adding a watermark into a cover image. That is, it is the probability that the output of the

embedder will be watermarked (Cox et al., 2002).

1.2.1.2 Fidelity

The fidelity of a watermarking systems is related with the similarity between the watermarked

and the original image. Usually it comes at a price. A trade-off between fidelity and another

property like embedding effectiveness or embedding rate must be considered when designing

a watermarking system.

1.2.1.3 Embedding rate

Different images can present different embedding capacity (or payload). Some images contain

smooth areas which make the embedding of data more difficult. With this in mind, there

are two possible options in defining the payload of the watermarking system. One is to fix

the embedding rate as low as possible, to deal with the cases where the image contains huge

smooth areas. This approach is called Fixed Embedding Rate (FER). The other approach is

to change the embedding rate accordingly and is called Variable Embedding Rate (VER). The

problem with this approach is that control (side) information must be included, and it reduces

the capacity of encoding watermark data.
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1.2.1.4 Blind or informed embedding

During the embedding process, information about the cover image can be used, in order to

improve system performance (imperceptibility, make watermark stronger to noise, etc). This

approach is named informed embedding. For some other applications, there is no such huge

demand on performance and for this reason, the embedding can be done without the use of

cover image information. This type of embedding is called blind embedding.

1.2.1.5 Informed coding

During message coding, a source message, which is usually related with an specific watermark-

ing application, is mapped into a message mark. This message mark is later embedded into the

cover work through an addition or multiplication operation. Since it has been demonstrated in

the literature that the embedding performance for a given cover work may vary for different

messages, a very useful strategy is to use a mesage coding which uses information about the

cover work and performs a one-to-many message-to-watermark mapping in order to improve

the trade-off between the imperceptibility and robustness.

1.2.1.6 Reliability

The reliability of a watermarking system relates with the capacity of detecting an embedded

watermark. A very useful tool to assess it is the Receiving Operating Characteristics (ROC)

curve analysis. A ROC curve presents the False Positive versus False Negative results for a

sequence of experiments. The analysis of such curves allows understanding the effect of a

given parameter (e.g. capacity) in detection performance.

1.2.1.7 Robustness

Robustness refers to the ability to detect the watermark after common signal processing op-

erations (Cox et al., 2002). It is assessed empirically, by evaluating the watermark detection

probability after the application of distortion. The use of benchmarking tools for evaluating
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robustness is widely accepted by the digital watermarking community. There are many bench-

marking tools available such as Stirmark2, Checkmark3, Optimark4 and Certimark5.

1.2.1.8 Bi-tonal images

The watermarking of bi-tonal images is a particular class of watermarking problem. The main

issue concerning such type of watermarking regards the range of values a pixel can assume.

In a grey-scale image, a pixel can usually assume an integer value between 0 and 255. In a

bi-tonal image instead, a pixel can assume only two values: 0 or 1. For this reason, modifica-

tions in pixel values in a bi-tonal image are likely to be more perceptible for a human viewer

than modifications in pixel values in grey-scale or colour images. Numerous works have been

devoted to this particular type of watermarking (Pan et al., 2000; Tseng and Pan, 2001; Awan

et al., 2006; Zhao and Koch, 1995; Mei et al., Jan. 2001; Ho et al., 2004a; Yang and Kot, Dec.

2006; Zhang and Qiu, 2005). Chen et al (Chen et al., 2001) provide a survey of such type of

technique. Most of these methods are either limited to a certain class of application like printed

text or to a certain class of watermarks (robust or fragile). Wu and Liu (Wu and Liu, 2004)

proposed a general block-based method which allows embedding more than one watermark in

the same image at the same time, with different levels of robustness. This approach allows, for

example, adding at the same time a robust watermark to enforce the authenticity of an image

and a fragile watermark to enforce the integrity.

Despite the specific issues regarding the watermarking of bi-tonal images, it is also possible

to convert the image to a grey-scale representation and perform the embedding with the use of

more general techniques, followed by a post-binarization (Lu et al., 2002). Furthermore, most

digital watermarking systems share a common modular framework, both in terms of embedding

and detection. Despite the particularities of bi-tonal watermarking, it is possible to consider a

general framework for watermarking. In such framework, each individual module (or group of

2http://www.watermarkingworld.org
3http://watermarking.unige.ch/Checkmark
4http://poseidon.csd.auth.gr/optimark
5http://www.certimark.org
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modules) can be replaced accordingly in order to improve the watermarking system or adapt it

to new applications (e.g. watermarking of color images).

The rest of this subsection presents a general framework for watermarking and state-of-the art

techniques for each of its modules.

1.2.1.9 Embedder

Although each application has its own specificity, the general structure of an embedder is de-

picted in Figure 1.2.

Figure 1.2 Structure of a watermark embedder.

1.2.1.9.1 Modulation

Modulation relates to choosing an appropriate representation for the image so information

can be embedded into it. There are two main families of techniques – those that rely in the

pixel representation of the image, namely spatial domain modulation and those that rely on a

frequency representation of the image, namely frequency (or transformed) domain techniques.

In the spatial domain techniques the pixel values are changed in order to embed one (Cox et al.,

2002) or many (Wu and Liu, 2004; Muharemagic, 2004) bits.

In the transformed domain techniques, the image is converted from its spatial representation to

a frequency representation, using techniques such as Discrete Cosine Transform (DCT) (Cox

et al., 1996), Discrete Wavelet Transform (DWT) (Rezazadeh and Yazdi, 16-20 2006) and

Discrete Fourier Transform (DFT) (ÓRuanaidh and Pun, 1998). These techniques apply better

to grey-scale (Cox et al., 1996; Wu et al., 2003) and color (Zhao and Koch, 1995) images,

since in the case of bi-tonal images, the post-binarization of the watermarked image can lead to

loss of the embedded information. However, through appropriate choice of frequency spectrum
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and binarization algorithm, this technique can be successfully applied to the watermarking of

bi-tonal images (Lu et al., 2002).

It is a common practice in bi-tonal watermarking to shuffle image pixels (with the use of a shuf-

fling key) to distribute the flippable pixels through the image (Wu and Liu, 2004; Muharemagic,

2004). Figure 1.3 from Wu and Liu (Wu and Liu, 2004) gives an example of the effect of shuf-

fling pixel positions in the distribution of flippable pixels.

(a)

(b)

Figure 1.3 Effect of shuffling in the distribution of highly flippable pixels (Wu and Liu,

2004). (a) Highly flippable pixels before shuffling. (b) Highly flippable pixels after

shuffling.

1.2.1.9.2 Perceptual modeling

Since the visual impact caused by the embedding process is one of the main constraints in

most digital watermarking systems, an appropriate choice of frequency band (Cox et al., 1996)

or flippable pixels (Wu and Liu, 2004; Muharemagic, 2004; Zhang and Qiu, 2005; Ho et al.,

2004a) is crucial.

The Structural Neighbourhood Distortion Measure (SNDM) flippability metric proposed by

Muharemagic (Muharemagic, 2004) illustrates the principle of perceptual modeling. This

method uses a reciprocal distance matrix Db in order to compute the flippability of a bi-tonal

pixel, based on its b× b neighbourhood. A D3 reciprocal distance matrix can be seen in Table

1.1.
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Table 1.1 A 3× 3 reciprocal distance matrix as seen in (Muharemagic, 2004). Each

element corresponds to the distance from the central element.

0.7071 1.0 0.7071

1.0 0 1.0

0.7071 1.0 0.7071

The SNDM of a candidate pixel (cp) is computed as follows:

SNDMcp =
(cp ⊕ Nb) •Db

| Db | (1.1)

where Nb represents the b× b neighbourhood of cp, Db is b× b reciprocal distance matrix, |Db|
is its number of pixels and ⊕ is the “exclusive or” (XOR) operator.

1.2.1.9.3 Message coding

Message coding is the process in which a message (m), which can be either a bit or a se-

quence of bits is transformed into a watermark that can be then, appropriately inserted into the

modulated image. There are two main families of message coding techniques – direct message

coding and multi-symbol message coding (Cox et al., 2002). In direct message coding, a single

bit is transformed into a message mark that is later embedded into the image through a sum or

multiplication operation. Usually, a pre-defined reference mark with the same size of the cover

image is required in both, embedding and detection.

In multi-symbol message coding, more than one bit must be encoded. There are three different

approaches for transforming a multi-bit sequence into a message mark. The first is to break the

multi-bit problem in many one-bit problems and apply direct coding to each bit. This approach

is known as Time/Space Division Multiplexing and is practical only for small problems, since

each one of the possible representation of the bit sequence requires a separate reference mark,

that is, 2N reference marks are required to encode a sequence of N bits. The second approach

is frequency division multiplexing. In this approach the frequency domain is partitioned into

several disjoint bands and a reference mark for each bit is encoded and then embedded on each

band. Spread spectrum techniques rely on this type of encoding (Cox et al., 1996; Wu, 2001).
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The third approach is named code division. In this approach, several uncorrelated reference

marks are embedded in the same work.

1.2.1.9.4 Projection

Projection is the effective modification of image pixels (or frequency coefficients) required to

insert the coded watermark into the cover image. Although the intrinsic mechanisms by which

the pixels or the frequency coefficients are modified is related with each coding technique, there

are two main strategies to do these modifications (Wu, 2001). In the first (Type-I), the water-

mark signal is injected directly into the host signal, by either a sum or multiplication of the host

signal (which can be a grey-level pixel value, a DCT coefficient) with the watermark signal. In

the second (Type-II), the watermark is embedded by manipulating a given relationship within

the host signal (e.g. ratio of black/white pixels).

1.2.1.9.5 Inverse modulation

In this step, the modulation process applied in the beginning must be reversed. In some situa-

tions, like in the shuffling case, it might be desirable to keep the image transformed (shuffled),

and then in the detection side, reverse the shuffling upon a successful watermarking detection,

in order to enforce the confidentiality of the image.

1.2.1.10 Detector

The detector basically extracts the watermark by applying the reverse process used on embed-

ding. Generally, a detector has the structure shown in Figure 1.4.

1.2.1.10.1 Modulation

The modulation process is the same that was applied on embedding. If because of optimization

either more than one modulation technique and/or parameters (e.g. shuffling key) are employed

on embedding, the chosen technique/parameter must be known on detection.
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Figure 1.4 Structure of a watermark detector.

1.2.1.10.2 Extraction

The extraction process is in general, the inverse operation of projection. There are two main

approaches – informed detection and blind detection. Informed detection requires a copy of

the cover image. The difference between those images either in the spatial or frequency (Cox

et al., 1996) domain is employed in order to extract the watermark signal. In the blind detection

otherwise, the original image is not required.

1.2.1.10.3 Decoding

Decoding can be seen as the inverse process of encoding. Here the extracted watermark signal

is transformed into one or more bits.

1.2.1.10.4 Decision

On this step, the extracted mark is compared against a reference mark and then a decision is

made. There are two possible outcomes of this decision – watermark is valid or watermark is

invalid.

1.2.1.10.5 Custom action

During custom action, the extracted watermark and the decision are used to perform an ap-

plication related task like preventing and image of being copied, reporting that the image is

tampered or does not come from a certified sender.
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1.2.2 Evaluation of visual impact

The visual impact of a watermark can be evaluated by two different approaches – fidelity and

quality. Fidelity is a measure of similarity between two signals (from a digital watermarking

standpoint, the cover and watermarked signals, or more specifically, images). However, due to

some particularities of the human visual system (HVS), the fidelity of a given image does not

necessarily relates with the perceived quality by a human viewer. For example, it is a known

issue that when the watermarking is performed in the frequency domain of an image (like

the Discrete Cosine Transform), the modifications in lower frequencies are less perceptible by

human viewers. This makes possible producing images with same fidelity but different quality.

Fidelity is computed using distortion metrics. Bellow, the most common distortion metrics are

presented, where Cw is the watermarked image, Co is the original image, Co[i] and Cw[i] are

the ith pixels of Co and Cw, respectively and |Cw| is the number of pixels in Cw

a. Mean Squared Error (MSE):

MSE(Cw, Co) =
1

|Cw|
|Cw|∑
i=1

(Cw[i]− Co[i])
2 (1.2)

b. Signal-to-Noise Ratio (SNR):

SNR(Cw, Co) =

∑|Cw|
i=1 C2

o [i]∑|Cw|
i=1 (Cw[i]− Co[i])2

(1.3)

c. Peak Signal-to-Noise Ratio (PSNR):

PSNR(Cw, Co) = max|Cw|(
∑|Cw|

i=1 C2
o [i]∑|Cw|

i=1 (Cw[i]− Co[i])2
) (1.4)

The quality of a watermarked image can be evaluated either by human observers (using stan-

dard test procedures, such as the two alternatives, forced choice), or by computational tech-

niques that model the behaviour of the HVS.
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For example, one of such techniques is the Distance Reciprocal Distortion Measure (DRDM)

(Muharemagic, 2004). This metric has been specifically created to evaluate the difference

between two bi-tonal images in terms of quality. Modifications in a bi-tonal image may affect

the structure of elements within that image, affecting drastically the quality of the image. For

this reason, care must be taken in order to avoid such modifications. The DRDM is based

on the assumption that modifications in pixels close to viewer’s focus are more noticeable.

Also, due to particularities of human visual system, modifications in diagonal neighbours of a

pixel are less noticeable than modifications on its immediate vertical and horizontal neighbours

(4-neighbourhood).

A normalized weight matrix Wd, with size d× d is used to compute the distortion between two

bi-tonal images. Each element of this matrix represents the reciprocal distance, relative to the

center pixel. The distortion between two bi-tonal images is calculated as:

DRDM =

∑|Cw|
k=1 DRDMk

K
(1.5)

where K is the number of non-uniform blocks (blocks that are neither all black nor all white)

and DRDMk is a local distortion, calculated for each pixel, based on its d× d neighbourhood

DRDMk =
∑
d×d

[|ad − bd| ×Wd] (1.6)

1.2.3 Evaluation of robustness

As mentioned before, robustness refers to the ability to detect the watermark after the water-

marked image has suffered common signal processing operations. These operations can be in-

tentional or not. The intentional use of such type of operation in a watermarked image is called

an attack. There are four main families of attacks: removal, geometric, cryptographic and pro-

tocol attacks (Voloshynovskiy et al., 2001). In a removal attack, the embedded watermark is

partially or completely removed either by a source of noise or with the use of image processing

techniques such as de-noising, lossy compression, cropping, etc. In a geometric attack by its
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way, the watermark is not removed but instead, the synchronization between the embedder and

detector is affected with the use of affine transformations, such as rotation. In a cryptographic

attack, the intention is to crack the security mechanisms employed on watermarking (such as

the watermarking key). Finally, in a protocol attack, the objective is to threaten the validity of

the system rather than its functionality. For example, in an protocol attack known as invertible

watermark, an attacker extracts his own watermark from a watermarked image and claims he

is the owner.

Intelligent watermarking usually aims at improving the robustness against removal attacks,

since it is possible to increase the robustness against such attacks by adjusting embedding

parameters (at the cost of adding more visible artifacts). Geometric attacks can be addressed

either by detecting and inverting the distortion in the detector (Wu, 2001; Cox et al., 2002) or by

embedding the data in a domain resistant to affine transformations such as the Discrete Fourier

Transform (DFT) (ÓRuanaidh and Pun, 1998). Cryptographic attacks can be made unfeasible

by using large watermark keys. Finally, protocol attacks can be minimized by embedding

signal-dependent watermarks, for example, a signature of the cover work(Yang and Kot, Dec.

2006).

Robustness against removal and geometric attacks is assessed empirically, by evaluating how

does the watermark detector performs after the watermarked image has been attacked, that is,

how similar are the embedded and detected watermarks. Fidelity metrics (such as the MSE) are

employed to this end. Since an attack is only considered a concern when it does not affect the

commercial value of the watermarked work, the embedded mark does not have to be resistant

against attacks that affect the quality of the watermarked work. Usually, watermark-to-noise

ratio (WNR), which gives the ratio between the power of the watermark signal and that of the

noise introduced by attacks (Barni and Bartolini, 2004) is used in order to define the limit of

the robustness

WNR(Cw, Cwn) =

∑|Cw|
i=1 (Cw[i]− Co[i])

2∑|Cw|
i=1 (Cwn[i]− Cw[i])2

(1.7)

where Cw is the watermarked image, Co the original image, Cwn is Cw after processing/attack.
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1.2.4 Challenges of watermarking

The use of digital watermarks makes possible the embedding of side information into a cover

image in an imperceptible way. The embedding must be performed according to a trade-off

between robustness and image quality. Watermarking can thus, be considered an optimization

problem.

The main advantage of securing a document image with a digital watermark is that the protec-

tion provided is not ostensive. Depending on the perceptual model employed, the authenticity

and integrity of a document are protected in an invisible manner. Despite these advantages,

there are many known attacks to digital watermarking systems. For example, if a water-

mark detector is widely available, an attacker could use detection information to repeatedly

make small changes to the watermarked work until the detector fails to detect the watermark

(Muharemagic, 2004). Moreover, in a type of attack named ambiguity attack, someone can

add a watermark to an already watermarked work in such a way that it would appear that this

second watermark is the true watermark. In another type of attack named geometric attack,

rotation, scale and translation transformations are applied to the watermarked image in a way

that the synchronization between the embedded and detected watermark signal is lost, what

could be a threat for an authenticity application.

The use of a robust watermark can mitigate the effects of most of these attacks (except for

geometric attacks, which must be tackled with the use of registration marks (Cox et al., 2002;

Wu, 2001)), at the expense of adding more visual artifacts. This makes robust watermarks very

attractive for authenticity applications. A fragile watermark can be very useful in the detection

of intentional or unintentional modifications in the cover image (integrity enforcement). A

watermark can be added in a fragile manner, and once its detection fails, it can be assumed

that the image was tampered. The side effect of using fragile watermarks is that its detection

will be affected by small variations in the image due to compression, processing or channel

noise (here the cover image is considered a source of noise to the watermark signal). A balance

between tampering protection and noise robustness must be considered.



24

Given these aspects, the combined use of fragile and robust watermarks may provide a very

efficient way to protect both, the authenticity and the integrity of an image. However, the two

main challenges in digital watermarking are (1) coping with variations across different types

of images and (2) fine tune the embedding parameters to find an optimum balance between

robustness and quality. As mentioned before, computational intelligence can be used in order

to mitigate these problems.

1.3 Intelligent watermarking

In this section the main strategies concerning the use of computational intelligence in digital

watermarking systems will be reviewed. The interference of channel and external noise in the

message being transmitted is a known problem in information theory. There are several alter-

natives to tackle this problem. The most obvious is to increase the power of the message signal.

However, in most channels, the power of the message signal is subject to constraints. This is

specially the case in digital watermarking, where the power of the signal is subject to fidelity

constraints. Another alternative is to spread the message signal through the host signal (spread

spectrum) (Cox et al., 1996). Since modifications in certain frequencies are less perceptible

than in others, it is possible to increase the energy of the message signal in those frequen-

cies without affecting the fidelity constraints. However, as demonstrated by Wu (Wu, 2001),

although spread spectrum minimizes the influence of secondary sources of noise (attacks), it

performs very poorly in what regards channel noise. Costa (Costa, 1983) demonstrated that

if the properties of the host signal are known, it is possible to adapt the message coding to

the host signal, minimizing the interference. These two examples show us that it is possible

to explore properties of the cover work (side information) during embedding in order to make

the watermarking process more adaptive to different cover works and types of attacks. In the

literature, there are two main strategies to improve the adaptiveness of a watermarking system.

The first is to use statistical or neural network classifiers for supervised learning of either a

watermarking process, e.g. detection, or the evaluation of a given property of watermarking,

e.g. imperceptibility. The second is to use evolutionary optimization in order to find a set of

embedding parameters that result in near-optimal performance, according to one or more ob-
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jectives such as robustness and fidelity. Both approaches are problem specific and thus, must

be adapted to the specific watermarking systems. But the literature provides some guidelines

for each of these approaches.

1.3.1 Supervised learning

In supervised learning, labelled samples collected for a problem are employed to estimate

the parameters of a neural or statistical classifier. Assuming the samples have been assigned

with two or more class labels, the trained model will provide a mapping of the samples into

two or more regions corresponding to classes. This mapping is defined by the use of a linear

or non-linear decision function. Once the parameters have been estimated with the use of

training samples, it is possible to assign a class to unlabelled query samples in a task known as

classification.

Classifiers such as the Multilayer Perceptron (MLP)(Bishop, 1996) and Support Vector Ma-

chines (SVM) (Vapnik, 1995) allow the estimation of very complex decision functions. These

non-linear classifiers are very suitable to regression, as they can be considered universal func-

tion approximators. Thus, they can be applied in the task of learning a specific process of

watermarking (e.g. detection) based on a set of labelled (training) data (e.g. a set containing

cover works and their respective watermarked images). Moreover, they can be applied to the

task of learning how to analyze a given property of a watermarked image (e.g. quality) based

on labelled images.

The MLP is a very popular type of neural network classifier. It contains one input layer, one or

more hidden layers and one output layer which produces either a label assignment or a function

estimation. Each layer consists of one or more units, named neurons, which are connected to

units in other layers by weights. Despite the simplicity of the heuristic employed, the ability of

MLPs to learn any arbitrary decision function have been formally demonstrated (Duda et al.,

2000).

SVM is a large margin statistical classifier. It is based on the principle that given any two pop-

ulations of labelled samples, the optimal decision function will maximize the distance between
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the hyperplane separating the two sets of samples and the samples that are closest to this hy-

perplane. In SVM, a preprocessing phase projects the data to a higher dimensionality. Through

preprocessing, non-linearly separable sets of samples become linearly separable. This allows

the use of such type of classifier in the regression of non-linear functions.

As illustrated in Figures 1.2 and 1.4, a digital watermarking system is modular. The implication

of this modularity is that each module usually handles a very specific aspect of the watermark-

ing process. The modular nature of a watermarking system makes possible to isolate some of

these modules and train non-linear classifiers to implement their functionality.

Although digital watermarking is based on a solid theoretical framework, one of its weaknesses

is that the noise sources (both, host channel and external) are always assumed to have a given

form (usually Gaussian). The alternative found was to use non-linear classifiers, to make some

of the watermarking processes more adaptable to the real form of the noise sources. The use of

a classifier in this process is straightforward. A classifier is trained with labelled data, where

the raw data is usually the same data that the real module receives as an input while the label

(or target data) is the output. There are two approaches in what regards target data. The first

is to use the data provided by the module to be replaced (i.e. someone could pick the message

coding module described in sub-section 1.2.1.9 and generate a set of target data for a given

range of input) or use data provided by humans (e.g. a score for the perceptual modeling

module).

1.3.1.1 MLP

The watermarking system proposed by Chang and Lin (Chang and Lin, 2004a) illustrates the

first approach. In the baseline watermarking system, a watermark is embedded in the Discrete

Wavelet Transform (DWT) coefficients of an image. The DWT decomposition breaks the

image into a hierarchical set of coefficients, where each coefficient has four children (quad-

tree). Each level of this quad-tree corresponds to a given level of resolution. A pseudo-random

number sequence (based on a seed) is employed in the task of choosing the set of coefficients

where the embedding will be performed. Given a coefficient sk, the embedding is performed
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by adding (to embed a ‘1’) or subtracting (to embed a ‘0’) a constant α to each of the four

children of sk. For example, given an hypothetical coefficient sk = C3 in Figure 1.5, four bits

are embedded by adding or subtracting this constant to D1, D2, D3 and D4. In this Figure,

each letter (A, B, C and D) corresponds to a given resolution while each index (1, 2, 3 and 4)

corresponds to each of the subbands for that resolution.

Figure 1.5 Example of a quad-tree structure.

However, after modifying these coefficients and inverting the DWT transform, a reference

image is necessary in order to compute the difference between both coefficients and detect the

embedded data. Instead of this, the authors use a MLP in order to map the relationship between

the coefficients. Basically, this network contains eight input neurons – the parent of sk (B3),

the three siblings of its parent (B1, B2 and B4), the three siblings of sk (C1, C2 and C4), and

sk itself (C3). The output neurons are the four children of sk (D1, D2, D3 and D4). The MLP

learns the mapping between a given coefficient and its children so the data can be detected

latter without the use of the cover image.

During detection, the trained MLP is employed in order to recover the previous coefficient val-

ues (that is, their value before embedding) and the data is extracted from these coefficients by

computing the difference between the output of the MLP and the children of each coefficient.

1.3.1.2 SVM

Chang and Lin used this principle in the task of creating a SVM-based perceptual modeling

module (Chang and Lin, 2004b). In the baseline watermarking system technique, the embed-

ding is performed by manipulating the pixel values in blocks of 3 × 3 pixels. However, the

extent at which each pixel can be manipulated is limited by image quality constraints. To cope
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with this, a SVM is used in the task of providing a score which will define the amount of

modification each pixel in any given 3× 3 window can suffer. In this technique, the four most

significant bits of each one of the nine pixels in a given 3 × 3 are employed in the task of

training a SVM classifier. The target data, which is a score, is manually provided by a human

specialist.

Tahir et al (Tahir et al., 2005) also employed a SVM on digital watermarking but in the de-

coding side. The basic principle is to use SVM in order to improve the detection performance

under Gaussian attack. The baseline watermarking system embeds a message in an image by

manipulating its DCT coefficients. If no attack has occurred, the embedded bits will form two

distinct Gaussian distributions. However, after an attack, these two distributions will over-

lap. SVM can be employed in order to make these two overlapped distributions separable in a

higher dimension, during detection. This was the approach employed by the authors. Basically,

for each bit, 22 statistical features are computed and used as a feature vector. The bit value is

used as target data. After the SVM has been trained, during detection, the same features are

computed from each bit and fed into the trained classifier.

Davis and Najarian (Davis and Najarian, 2001) employed an MLP in order model the Human

Visual System (HVS). In the proposed technique, each image is subdivided in blocks of 64×64

pixels. The image is transformed to a wavelet domain (DWT). These 4096 coefficients, along

with a given watermark strength are used in order to train an MLP. The target data is a score

provided by a human viewer. The trained MLP can be employed in the task of analyzing the

visual impact of a given watermarking task.

1.3.2 Optimization of watermarking parameters

This family of techniques relies in the use of optimization in order to finetune the parameters of

embedding algorithms, aiming thereby, increasing the robustness of the embedded watermark

and decreasing the visual distortion caused by the embedding process.

Optimization can be categorized in three approaches. In the first approach, theoretical proper-

ties of the watermarking system are explored, using mathematical analysis (e.g. Cox et al (Cox
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et al., 2002) uses mathematical analysis in order to adjust the embedding strength parameter

so the distance between embedded “1” and “0” bits can be increased).

In the second, parameters are assumed to be independent and then, local optimization (greedy

algorithm) is performed on each parameter. This was the strategy employed by Muharemagic

(Muharemagic, 2004) in his adaptive system.

In the third approach, Evolutionary Computing (EC) techniques such as Genetic Algorithms

(GA) (Holland, 1992) or Particle Swarm Optimization (PSO) (Kennedy and Eberhart, 1995)

are used in order to adjust the embedding parameters according to constraints in the robust-

ness of the watermark and/or the fidelity/quality of the watermarked image. This is the most

common approach in the literature, mainly due to the simplicity of techniques and the ease

in adapting them to many different types of watermarking systems. Moreover, EC, does not

assume a distribution of the noise source or parameter space, as with mathematical analysis/-

greedy search. Figure 1.6 illustrates the general structure of a system based on this approach

(the watermark embedder corresponds to the embedding system depicted in Figure 1.2 while

the detector corresponds to the detection system depicted in Figure 1.4).

Usually, one or more embedding parameters are encoded either as a chromosome (GA) or as a

particle (PSO). The objective functions usually involve at least one fidelity/quality (e.g. PSNR,

as seen in Equation 1.4) and one robustness (e.g. MSE, as seen in Equation 1.2, between

embedded and detected watermarks) metrics. To evaluate robustness, one or more attacks are

applied to watermarked image. Then, the detected watermark is compared with the embedded

one with the use of fidelity metrics. The objective of the optimization algorithm is to minimize

simultaneously, (1) the visual impact caused by the embedding procedure and (2) the difference

between the embedded and detected watermarks under a given set of attacks.

Some authors however do not follow this multi-objective optimization approach and use only

one objective function (either noise or robustness). In some methods also, although robustness

is evaluated, no attack is applied to watermarked image (there is theoretical basis to assume that

the cover image itself is a source of distortion to the embedded watermark (Cox et al., 2002)).
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Figure 1.6 General structure of a system based on EC optimization strategy (based on

the model proposed in (Shieh et al., 2004)).

The robustness evaluation consists of a simple distance computation between the detected and

embedded watermarks.

Shieh et al (Shieh et al., 2004) optimize a DCT-based watermarking system with GA. A DCT

block transformation is applied to a grey-scale image. After that, the embedding is performed

through the manipulation of the polarity between the watermark and the DCT coefficients.

The authors employ GA to find the DCT coefficients that result in the best combination of

robustness and image quality. The robustness is computed by embedding a watermark into

an image, applying one of three different attacks (Low Pass Filtering, Median Filtering and

JPEG compression with quality factor 80%), detecting the watermark and computing its normal

correlation (NC) against the original watermark. The quality is computed with the use of

PSNR.

Lee et al (Lee et al., 2007) employed a hybrid GA/PSO technique in the optimization of a

DWT-based watermarking system. Heuristic weights are used to deal with the trade-off be-

tween robustness and fidelity in the modulation process. Authors proposed using GA and PSO

in a paralel to optimize the heuristic weights. The authors applied various classes of attacks
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only after the optimization procedure, to evaluate the effectiveness of the proposed method

(Filtering, geometrical, JPEG compression and image enhancement).

Ji et al (Ji et al., 2006) optimized a Least Significant Bit (LSB) substitution steganography

method with the use of GA. Since the embedding procedure is based on the use of a map-

ping function, the authors employed GA in order to obtain a mapping function that provides

robustness and fidelity, at the same time. Distortion metric is employed as fitness function.

Li and Wang (Li and Wang, 2007) employed PSO in the task of optimizing a DCT-based

steganographic method. This method embeds a secret image into the least significant bits of

the DCT coefficients of a cover image and relies in the use of a substitution matrix during

the message encoding step of the embedding process. The authors employed PSO to find an

optimal substitution matrix. The objective function is based on a distortion metric (PSNR).

Wei et al (Wei et al., 2006) applied GA to the task of identifying the best coefficients in a spread

spectrum DCT watermarking system. The combination of the similarity metrics between origi-

nal and extracted mark is fed into the GA algorithm as a fitness function. Four different attacks

– Low Pass Filtering, Scaling, Gaussian Noise, JPEG compression – are employed in this

method.

Pan et al (Pan et al., 2004) applied GA to the task of optimizing a Block Pixel Statistic Ma-

nipulation (BPSM) method. In this BPSM watermarking method, the mean of the grey-level

values of the 8-neighbourhood surrounding pixels of a given central pixel is computed. Then,

the embedding is performed by manipulating that value. The manipulated value is stored in the

central pixel. Authors used GA to search for a near optimal set of pixels, in terms of robustness

and fidelity. The Bit Correct Ratio (BCR) between original and extracted watermark (JPEG

compression is applied in the watermarked image) as well as the PSNR of the watermarked

image are employed as fitness functions.

Sal et al (Sal et al., 2006) applied NSGA-II(Deb et al., 2002), which is a Pareto-based Multi-

Objective Genetic Algorithm (MOGA), in the task of optimizing a DCT-based watermarking

system. The parameters being optimized are the DCT coefficients where embedding will be



32

performed. The distortion and robustness are measured directly on the DCT coefficients. The

authors do not apply attacks during optimization process.

Chen and Lin (Chen and Lin, 2007) employed GA in the detection of nearly optimal embedding

positions on DCT blocks. The fitness evaluation is based only in the MSE between original and

watermarked images. No similarity between embedded and detected watermarks is employed.

Also, the proposed method uses no attack during optimization procedure.

Areef and Heniedy (Areef et al., 2005) apply GA in the optimization of a DWT-based water-

marking method. Basically, the cover image is decomposed with the use of the Haar wavelet

filter. Then, the watermark signal is embed into a given set of wavelet coefficients as a mul-

tiplicative watermark. GA is applied then, in order to identify a set of coefficients which

maximizes the robustness against JPEG compression (BCR computation is performed on wa-

termarked/JPEG compressed images for this purpose) and minimizes the embedding noise

(measured with the use of MSE).

Shih and Wu (Shih and Wu, 2004) applied GA in order to create a rounding rule for DCT

embedding. The basic problem is that on DCT embedding, integer pixel values are transformed

into real-valued DCT coefficients. The watermark is embedded on these coefficients which are

then transformed back to integer pixel values by an Inverse DCT (IDCT). During this process,

information might be lost due to rounding error. The authors proposed the use of GA to tackle

this problem. Basically, a gene is used for each DCT coefficient, where ‘1’ means that the

resulting value from the IDCT process must be truncated and added to 1 (φ∗
i = Trunc(φi)+1)

and ‘0’ means that the resulting value must be just truncated (φ∗
i = Trunc(φi)), where φi is the

DCT coefficient at location i. Two fitness functions – one based on the Normalized Correlation

(NC) between embedded and detected watermark and another based on the PSNR between

cover and watermarked images – are employed.

Kumsawat and Attakitmongcol (Kumsawat et al., 2005) proposed the use of GA to optimize a

Multilevel Wavelet Transform watermarking method. In the proposed method, GA is employed

in order to identify the coefficients that improve the performance of the base method. Here,
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the authors make use of the Universal Quality Index (UQI) to measure the similarity between

watermarked and cover images. The robustness is evaluated with the use of correlation.

Diaz and Romay (Díaz and Romay, 2005) applied NSGA-II (Deb et al., 2002) in the optimiza-

tion of a DCT-based watermarking method. Normalized correlation is applied to measure the

robustness of the proposed solution against JPEG compression and smoothing. MSE is applied

to measure the noise between watermarked and cover images.

Khan and Mirza (Khan and Mirza, 2007) proposed the use of Genetic Programming to achieve

an adaptive perceptual modeling algorithm for a DCT-based watermarking system. In the pro-

posed method, genetic programming operators are employed in the task of creating a percep-

tual modeling function for a given embedding task. The Structure Similarity Index (a quality

measure) and the Bit Correct Ratio (a robustness measure) are used as objective functions.

Wu and Shih (Wu and Shih, 2006) applied GA in order minimize the occurrence of statistical

features that are used for steganalysis purposes. In the proposed method, the modifications to

be done to a DCT block in order to embed a given message are coded as chromosomes. During

optimization, a message is embedded into the DCT coefficients of a cover image. Then, Bit

Error Rate (BER) is used to evaluate the difference between extracted and detected watermarks.

Analysis functions based on the type of steganalysis attack the system must resist are used in

order to evaluate the robustness against such attacks. These two metrics are employed as fitness

functions in the GA optimizer.

1.3.3 Key Issues

Among all the existing families of optimization techniques, those based on EC have been suc-

cessfully employed in many different scenarios involving the optimization under uncertainty

(stochastic optimization). As mentioned before, the number of parameters to be adjusted in a

digital watermarking system is indeed a concern. Adjusting these parameters according to an

optimum tradeoff between robustness and quality can help to make watermarking more suitable

to industrial applications. But it is difficult to know the exact form of the problem beforehand.
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A strategy to tackle this problem is to consider watermarking as stochastic optimization prob-

lem and apply EC to such end (optimization of embedding parameters).

The main reason for the use of EC in the optimization of watermarking systems is that the

objective functions are usually noisy (multi-modal). Since EC techniques are based on pop-

ulation of candidate solutions, it is less likely to the optimization algorithm to get stuck in a

local optimum. Moreover, due to the modular nature of a watermarking system (with numer-

ous different techniques for each module) the use of EC provides flexibility to the optimization

process, since it does not require gradient information of the function under consideration (Par-

sopoulos and Vrahatis, 2002). There are many methods based on this strategy in the literature

(Table 1.2). Actually, the majority of the intelligent watermarking methods are based on this

strategy. Regarding the number of objective functions employed, there are two main optimiza-

tion strategies – one consisting of the use of a single objective function (e.g. fidelity), known as

Single Objective Optimization Problem (SOOP) and another one consisting of the combination

of many objective functions, known as Multi Objective Optimization Problem (MOOP). With

respect to the GA or PSO algorithms employed to deal with MOOP, there are two strategies.

One which consists of aggregating many objective functions into one through weighted sum –

and then use classical GA and PSO – and another which consists of handling many conflicting

objectives during optimization – which is the case of Multi Objective GA (MOGA) and Multi

Objective PSO (MOPSO).

The optimization of a watermarking system is a multi-objective problem, since it must handle

at least two conflicting objectives – fidelity/quality and robustness. However, the vast majority

of research has been directed towards the use of single-objective optimization algorithms. The

most common approach to handle multi-objective optimization in a single-objective optimiza-

tion algorithm is to combine all fitness functions into one with the use of weighted sum. How-

ever, such approach usually favours one objective in detriment of the others. Multi-objective

optimization algorithms such as the NSGA-II (Deb et al., 2002) and MOPSO (Coello et al.,

2004) rely on Pareto dominance and can be employed in order to mitigate the problem of

favouring one objective.
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Table 1.2 Summary of EC-based digital watermarking techniques.

Method Watermarking Optimization Parameter Distortion Attack
Strategy Method /

Algorithm

Shieh et al (Shieh et al., 2004) DCT MOOP/GA Coefficients PSNR
Low Pass Filtering
Median Filtering

JPEG Compression

Lee et al (Lee et al., 2007) DWT SOOP/ Coefficients Perceptual

Median Filtering

Hybrid (GA/PSO) Lossless

Wiener Filtering

Ratio (PLR)

Average Filtering
Gaussian Filtering

Rescaling
Rotation
Cropping
Jittering
StirMark

JPEG Compression
Image enhancement

(6 different
algorithms)

Li and Wang (Li and Wang, 2007) DCT SOOP/PSO
Encoding

PSNR None(substitution
matrix)

Ji et al (Ji et al., 2006) Least Significant Bit SOOP/GA Substitution matrix PSNR None

Wei et al (Wei et al., 2006) DCT MOOP/GA DCT coefficients None

Low Pass Filtering
Scaling
Noise

JPEG Compression

Pan et al (Pan et al., 2004)
Block Pixel

MOOP/GA Embedding blocks PSNR JPEG CompressionStatistic Manipulation
(BPSM)

Sal et al (Sal et al., 2006)
DCT/Hyperspectral

MOOP/NSGA-II DCT coefficients Coefficient values Low Pass Filtering
images

Wu and Shih (Wu and Shih, 2006) DCT MOOP/GA Coefficient values None Steganalisys

Chen and Lin (Chen and Lin, 2007) DCT SOOP/GA DCT coefficients MSE None

Areef and Heniedy (Areef et al., 2005) DWT MOOP/GA Frequency bands PSNR JPEG Compression

Shih and Wu (Shih and Wu, 2004) DCT MOOP/GA
Coefficient

PSNR None
rounding rule

Kumsawat Discrete MOOP/GA Coefficients Universal

JPEG Compression

and Multiwavelet Quality

LPF

Attakitmongcol (Kumsawat et al., 2005) Transform Index

Wiener Filtering
Gaussian Noise
Image Cropping
Image Rotation

Diaz and Romay (Díaz and Romay, 2005) DCT MOOP/NSGA-II Coefficients
Coefficient JPEG Compression

Value Smoothing

Regarding the use of supervised learning, there are two main approaches. The first is to learn a

watermarking process, as in (Chang and Lin, 2004a) where the mapping between the original

and embedded DWT coefficients is performed with the use of a MLP. The main benefit of

this type of approach is that it allows knowing the model of a given property of the the cover

image on the detection side, which can boost detection performance, but without the burden of

transmitting the cover image to the detector (informed detection). The second approach is to

learn how to evaluate a given property of the watermarking process such as the visual impact or

the robustness of the embedded watermark. The main benefit of this approach is that it makes

possible modeling the visual impact according to evaluations provided by human viewers.

Another issue is that as mentioned before, bi-tonal images account for 95% of the use in in-

dustrial applications. Nevertheless, no single work was found in the literature, regarding the
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Table 1.3 Summary of intelligent watermarking techniques based on supervised

learning.

Method Watermarking Classifier Feature Set
Strategy

Chang and Lin (Chang and Lin, 2004a) DWT MLP DWT coefficients.

Chang and Lin (Chang and Lin, 2004b) Spatial domain. SVM Significant bits of a pixel.

Tahir et al (Tahir et al., 2005) DCT SVM Detection statistics.

Davis and Najarian (Davis and Najarian, 2001) DWT MLP DWT coefficients.

use of evolutionary computing in the optimization of bi-tonal documents. Although most of

the techniques presented are based on single-channel (grey-scale) images, they can be easily

adapted to multichannel images (like RGB).

In the next section, the applicability of using an evolutionary computing algorithm (PSO) to

this task is demonstrated.

1.4 Case study – optimization of a bi-tonal watermarking system using PSO

In this section a system that optimizes the bi-tonal watermarking system is proposed based

on the system of Muharemagic (Muharemagic, 2004). The adaptive technique proposed by

Muharemagic (Muharemagic, 2004) is based on greedy search and thus, does not consider

the effect of choosing one parameter on the remaining parameters. A strategy to address this

issue is to employ PSO to optimize these parameters simultaneously. Compared to the adaptive

method proposed by Muharemagic, the use of PSO for this task allows a global search in the

parameter space. Compared to other Evolutionary Algorithms (EA), PSO is considered to have

a quick convergence.

In the proposed method, three embedding parameters (block size, shuffling seed and SNDM

window size) are encoded as a particle position in the PSO algorithm. The first parameter

(block size), a limited set of block sizes B = {bi|i = 0, ..., (|B| − 1)} is employed. The index

of this set is used as one of the dimensions of the search space. For this reason, this given axis

must be clipped to the [0− (|B| − 1)] range. The second parameter is the seed used to shuffle

the image. The index of the set of seeds K = {kj|j = 0, ..., (|K| − 1)} is used as another

dimension of the search space. Finally, the third parameter is the size of the SNDM window.
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Let us define a set of SNDM window sizes Bs. As for the other parameters, the index of the

set is used as a dimension of the search space. In a canonical PSO, the search space will have

though, three dimensions. An alternative is to employ a discrete PSO (Kennedy and Eberhart,

1997) for this task, where each parameter can be encoded as a sequence of bits. These are

exactly the same parameters used by Muharemagic.

As in the baseline adaptive watermarking system, there are three objectives to be minimized

– the MSE (Equation 1.2) between the embedded and detected fragile watermarks, the MSE

(Equation 1.2) between the embedded and detected robust watermarks and the DRDM (Equa-

tions 1.5 and 1.6) between the cover and watermarked images. Although there are multi-

objective versions of the PSO in the literature (Coello et al., 2004), for a matter of simplicity

a single objective PSO, with function aggregation, is employed in this case study. Since the

objective of this work is a proof-of-concept, the Conventional Weighted Aggregation (CWA)

is applied.

1.4.1 Framework

1.4.1.1 Baseline watermarking system

The bi-tonal watermarking system proposed by Muharemagic (Muharemagic, 2004) will be

the baseline watermarking system. In the proposed intelligent watermarking approach, two

watermarks, a robust and a fragile, are embedded, along with Error Correction Code. This

system embeds multi-bit messages in the spatial domain of bi-tonal images. Shuffling (Wu

and Liu, 2004) is employed to handle uneven embedding capacity. Perceptual modeling is

performed with the use of SNDM, which has been specifically developed for the bi-tonal spatial

domain representation and is more flexible than its counterparts (Wu and Liu, 2004).

The message coding is based on code division, which comprises partitioning the image into

blocks of a same size and then, encoding one bit at each block by manipulating the number of

black pixels in each block. Regarding watermarking of bi-tonal images, one of the most simple

techniques is to force the number of black pixels in a block to be either even (to embed a ‘0’)

or odd (to embed a ‘1’). This technique is known as odd-even embedding. The problem with
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this type of technique is that if a single pixel is changed in a block (due to noise, compression

or even an attack), the bit value changes as well. A strategy to deal with this issue is to define

a fixed quantization step size Q and to force the number of black pixels in a block to be either

2kQ or (2k+1)Q (for a given k) (Chen and Wornell, 2001; Eggers et al., 2003). This technique

is known as Uniform Quantization (UQ). A larger Q will allow more pixels being randomly

shifted (e.g. in the case of an attack) without changing the embedded bit value. This adds

robustness to the watermark at the cost of more visual artifacts. Detection is done by checking

the enforced relationship.

When compared to other bi-tonal watermarking techniques, the advantage of UQ is that it has

been specifically designed for the embedding of multi-bit messages and has proven success in

the watermarking of bi-tonal images (Wu and Liu, 2004). Moreover, UQ is not tied to a specific

application – there are numerous techniques in the literature that have been developed for

specific applications like watermarking of handwritten text document images (text or character

shifting), fac-simile and others (Chen et al., 2001; Yang and Kot, Dec. 2006; Puhan and Ho,

2005).

The projection of pixels in this baseline watermarking system is based on the manipulation of

a property of the host signal (Type-II). Here, the watermark signal (wa) computed for a block

B is projected into the image by changing wa flippable pixels on that block (black pixels are

flipped to white if wa is positive while the opposite happens if wa is negative).

A UQ method named Scalar Costa Scheme (SCS) proposed by Eggers et al (Eggers et al.,

2003) will be employed since it is general and flexible when compared to the alternative (Chen

and Wornell (Chen and Wornell, 2001)).

In this method, in order to embed a bit mi into a given element of the cover signal xi (in

this case, quantity of black pixels at block i), quantization of the cover signal must first be

performed

qi = SQQ{xi −Q(
mi

D
+ κi)} − (xi −Q(

mi

D
+ κi)) (1.8)
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where SQQ{} is the scalar uniform quantization operation, Q is the quantization step size, D

is the alphabet size (2 for binary encoding), and κi is a pseudo-random number in the [0, 1)

range, used for security purpose.

The watermark signal (wa) is obtained by multiplying q by the embedding strength α

wa = αq (1.9)

The inverse process is done during detection. Here, the number of black pixels in a given

partition box is the received signal wn, that may have been attacked, that is wn = x + wa + v

(where v is the noise signal). Then, the detected message (mn) is extracted from a given block

with the use of the uniform quantizer. Firstly, quantization is applied to the received signal

qni = SQQ{wni − κiQ} − (wni − κiQ) (1.10)

It is necessary to use the same Q and κi used on embedding.

Then, the message bit is extracted from qni. In our case, since the encoding comprises the

block-based use of UQ, it is necessary to know here the partitioning scheme and the quantiza-

tion step size employed on embedding. Basically, if the value of qni is close to either Q or 0, it

means the corresponding bit is mni = 0. If instead, the value of qni is close to Q/2, it means

the corresponding bit is mni = 1 (see Figure 1.7).

This process is repeated for each partition block. In this case study, the embedded message is a

logo image. Given the dimensions of this image, it is possible to reconstruct the logo with the

use of the detected bitstream.

An interesting aspect of this watermarking technique is that it allows for the embedding of

several watermarks, at different levels of robustness (where robustness, as mentioned before,

is determined primarily by the Q parameter). This process is called multi-level embedding and

it basically comprises embedding the watermarks sequentially, starting with the one with the

biggest value for Q until the one with the smallest value.
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Figure 1.7 Detection decision.

1.4.1.2 Particle Swarm Optimization (PSO)

The use of PSO is justified by its quick convergence towards the global minimum in comparison

with other popular methods – e.g. GA (Poli et al., June 2007). The drawback is that the search

performed by GA is more exhaustive. However, in the case study scenario, it is acceptable to

have near-optimum solutions if they satisfy a predefined quality and robustness criteria. These

two properties make PSO more suitable to the problem of fast optimization of watermarking

systems.

In a seminal paper, Kennedy and Eberhart (Kennedy and Eberhart, 1995) proposed the Particle

Swarm Optimization technique. The initial motivation behind their work was to graphically

simulate the choreography of a bird flock. In PSO, a particle navigates through the search

space based on two influences – the best position visited by itself (cognitive component) and

the best position visited by its neighbour (social component). The neighbourhood of a particle

can be restricted to a limited number of particles (L-Best topology) or the whole swarm (G-Best

topology). The algorithm has passed through many different stages on its conceptual develop-

ment. Parsopoulos and Vrahatis (Parsopoulos and Vrahatis, 2002), Kennedy (Kennedy, 2007)

and Poli et al (Poli et al., June 2007) provide a review of the improvements in PSO algorithm

since its inception. The most popular implementation of PSO is known in the literature as the

Canonical PSO. In this implementation, the velocity and position of a particle are updated at
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each iteration according to the best locations visited by itself and by its best neighbour. Two

different factors are employed to balance the influence of both attractors – the c1 (cognitive)

and c2 (social) acceleration constants. To provide a fine grain search in the end of the optimiza-

tion process, a inertia weight (ωinertia) and constriction factor (χ) were added. So the velocity

and position of each particle in the Canonical PSO are calculated at each iteration as:

Vid = χ× (ωinertia × Vid + c1 × r1 × (Pid −Xid)

+c2 × r2 × (Pgd −Xid)) (1.11)

Xid = Xid + Vid (1.12)

where Vi and Xi are the velocity and position of particle i, Pi is its best visited location, Pg

is the best visited location for all of its neighbours. As mentioned before, the inertia weight

controls the impact of previous history of velocities on the current one and the constriction

controls the magnitude of the velocities. The most common approach in the literature is to

fix χ. Regarding ω, the common approach is to set a large value at the beginning and then,

gradually decrease it.

The method proposed in this case study employs the same notation as in (1.12), but uses only

the ωinertia (in the proposed method case, χ will be fixed to 1.0). During optimization this

parameter is initialized with a large value, and then decreased, as seen in (Parsopoulos and

Vrahatis, 2002).

As mentioned, the CWA approach is used in this case study for multi-objective optimization

(MOO). Digital watermarking is in essence a multi-objective optimization problem. On its in-

ception, PSO was able to handle only single objective problems. However, through a weighted

sum of the fitness values, it is possible to aggregate several fitness functions (fi) into a global

one (F ). This process is known as Weighted Aggregation (Parsopoulos and Vrahatis, 2002)

F =

Nfitness∑
i=1

γifi(x) (1.13)
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where γi is a non-negative weight, having
∑Nfitness

i=1 γi = 1 and Nfitness is the number of fitness

functions.

1.4.2 Simulation results

In this subsection the performance of the adaptive watermarking system based on the canon-

ical PSO is evaluated for the optimization of the baseline watermarking system. This adap-

tive watermarking system is compared with the greedy technique proposed by Muharemagic

(Muharemagic, 2004). The experiments were conducted in the CCITT database which was also

used by Muharemagic (Muharemagic, 2004). This database is composed of 8 bi-tonal images

(Figure 1.8). All images have the same dimension (2376 × 1728 pixels) and were scanned at

200 dpi.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 1.8 Samples from the CCITT database (left to right, top-down, CCITT1 to

CCITT8).

The same 35×26 pixels OK and BIz binary logos (Figures 1.9a and b) were used as the fragile

and robust watermarks, respectively. An eight-bit random number along with its CRC-4 code

were appended to the logo in order to allow the search of the parameters during detection.
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This resulted in a payload of 922 bits for each watermark (910 bits for the logo and 12 bits

of self-verifiable data). For the robust watermark, Q = 10 and α = 0.7 are employed while

for the fragile watermark Q = 2 and α = 0.95 are employed. The values of Q were chosen

based on the literature (Muharemagic, 2004). For the α, a few different options were evaluated

empirically, in order to find values leading to a similar DRDM as reported in (Muharemagic,

2004) for the given value of Q (the DRDM values reported in Table 1.4 are very similar to

those reported by Muharemagic).

(a) (b)

Figure 1.9 OK and BIz logos (Muharemagic, 2004).

It is interesting to observe that this baseline watermarking system provides high levels of qual-

ity and robustness for this proposed dataset and payload, even before optimization. For exam-

ple, Figures 1.10 and 1.11 demonstrate the visual impact of embedding these two watermarks,

using a 64× 64 partition block size and a 3× 3 SNDM window size into the CCITT2 image.

The robustness can be demonstrated by manipulating a given number of pixels in the water-

marked image (as in (Muharemagic, 2004)). In Figure 1.12, the watermarked CCITT1 image

was manually modified by 64, 128, 192 and 256 pixels respectively.

Figure 1.13 shows the detection of the BIz and OK logos in these scenarios. As expected, the

robust watermark was more resistant against tampering. For the four attacks (64, 128, 192

and 256 pixel modifications in the watermarked image) only 0.2%, 0.8%, 0.8% and 1.3% of

the pixels in the BIz logo, respectively, were corrupted against 6.4%, 11.3%, 16.4% and 20%,

respectively, for the OK logo.

During experiments, five different options of block size were employed, that is B = {8 ×
8, 16 × 16, 32 × 32, 64 × 64, 128 × 128}. Regarding the shuffling key, a set containing 16

different randomly generated seeds was employed. Finally, three different SNDM window

sizes were considered during optimization (3× 3, 5× 5 and 7× 7).



44

(a) (b) (c)

Figure 1.10 Visual impact of multilevel embedding in the CCITT2 image. The BIz logo

was embedded as a robust watermark (Q = 10 and α = 0.77) while the OK logo was

embedded as a fragile watermark (Q = 2 and α = 1). (a) Original image. (b)

Watermarked image. (c) Difference image.

(a) (b) (c)

Figure 1.11 Detail on visual impact of multilevel in the CCITT2 image. The BIz logo

was embedded as a robust watermark (Q = 10 and α = 0.77) while the OK logo was

embedded as a fragile watermark (Q = 2 and α = 1). (a) Original image. (b)

Watermarked image. (c) Difference image.

Experiments were performed for each image and the parameters found were reported. The

optimal watermark MSE results for the fragile and robust watermarks and the SNDM were

also reported.
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(a) (b) (c) (d)

Figure 1.12 Flipping pixels on CCITT1 image. The BIz logo was embedded as a robust

watermark (Q = 10 and α = 0.77) while the OK logo was embedded as a fragile

watermark (Q = 2 and α = 1). Then, four different modifications were applied to image

(a) Modification of 64 pixels. (b) Modification of 128 pixels. (c) Modification of 192

pixels. (d) Modification of 256 pixels.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 1.13 Detection of watermarks on watermarked/attacked CCITT1 image. A given

number of pixels was modified in the watermarked image. Effect of modifying (a) No

pixel, BIz watermark. (b) 64 pixels, BIz watermark. (c) 128 pixels, BIz watermark. (d)

192 pixels, BIz watermark. (e) 256 pixels, BIz watermark. (f) No pixel, OK watermark.

(g) 64 pixels, OK watermark. (h)128 pixels, OK watermark. (i) 192 pixels, OK

watermark. (j) 256 pixels, OK watermark.

1.4.2.1 Baseline adaptive system (Muharemagic, 2004)

As mentioned, the choice of block size is based on heuristic. Therefore, since the same payload

was applied to all images, the block size chosen was always the same. The results can be seen

in Table 1.4.
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Table 1.4 Performance of the adaptive system proposed by Muharemagic in the CCITT

database (Muharemagic, 2004).

Image Block Key SNDM MSE MSE DRDM
size window fragile robust

CCITT1 64× 64 5 5× 5 15 29 0.0053

CCITT2 64× 64 15 7× 7 13 26 0.0067

CCITT3 64× 64 8 3× 3 19 30 0.0017

CCITT4 64× 64 14 3× 3 18 23 0.0002

CCITT5 64× 64 5 3× 3 17 28 0.0020

CCITT6 64× 64 12 5× 5 17 32 0.0050

CCITT7 64× 64 1 3× 3 14 30 0.0006

CCITT8 64× 64 11 5× 5 17 29 0.0034

1.4.2.2 Adaptive system based on PSO

The canonical PSO was employed to optimize the same three parameters (block size, shuffling

key and SNDM window size). The swarm was composed of 20 particles, both cognitive and

social constants were set to 2.05. The inertia weight was initialized with 1.2 and gradually

decreased until 0.01. The number of iterations was set to 100. The maximum number of

iterations without improvement in the global maximum was set to 10. The same aggregation

weight of 1
3

was employed for the three objective functions. The PSO topology chosen was the

G-best (one single global best for the whole swarm). The results can be seen on Table 1.5.

Table 1.5 Performance of the canonical PSO version of the adaptive system proposed by

Muharemagic in the CCITT database.

Image Block Key SNDM MSE MSE DRDM
size window fragile robust

CCITT1 64× 64 15 5× 5 16 19 0.0056

CCITT2 32× 32 5 7× 7 17 23 0.0034

CCITT3 64× 64 2 5× 5 22 13 0.0017

CCITT4 64× 64 1 3× 3 22 15 0.0003

CCITT5 8× 8 3 7× 7 20 16 0.0005

CCITT6 32× 32 9 7× 7 18 16 0.0028

CCITT7 16× 16 9 3× 3 17 13 0.0003

CCITT8 32× 32 2 7× 7 16 25 0.0018
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1.4.2.3 Discussion

On average, both the robustness of the robust watermark and the quality of the watermarked

image were improved when compared to the Muharemagic adaptive system. It is interesting to

observe that the robustness of the fragile watermark has degraded. This happened because in

the adaptive method proposed by Muharemagic there is an “hierarchy” in optimization of the

robustness of the watermarks. The first objective is to find parameters that improve the robust-

ness of the fragile watermark. For PSO in contrast, the objective is to minimize a weighted

sum of the three functions equally. Considering that the robustness of the robust watermark

(which naturally requires more payload than the fragile mark) was increased with an improve-

ment in the fidelity, it was expected that some of the channel capacity employed by the fragile

mark would be transferred to the robust watermark. However there is no concern regarding this

decrease in the robustness of the fragile mark since this type of watermark does not have to be

robust anyway.

Another factor that led to the decrease in robustness of fragile watermark is that a single-

objective version of PSO was employed. As mentioned before, such type of algorithm usually

favours one objective in detriment of the others. A Pareto-based multi-objective evolutionary

algorithm such as the NSGA-II (Deb, 2001) or MOPSO (Coello et al., 2004) should probably

find a more balanced trade-off between the three objectives.

It is possible to observe that the images are from different classes and this reflected in the

optimal solution found by the PSO. For this reason, full optimization must be performed for

each image, a costly process.

1.5 Conclusion

In this chapter a brief introduction to digital watermarking was provided, followed by an ex-

tensive survey on intelligent watermarking. As observed, most of the efforts in this area are

concentrated in the optimization of embedding parameters with the use of evolutionary com-

puting. One of the drawbacks of these approaches is the computational burden of optimization.
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In intelligent watermarking, evolutionary computing is by far the most employed approach in

what regards the optimization of embedding parameters. There are many reasons for this pop-

ularity, the simplicity of EC algorithms, their adaptability, which allows the direct application

to many different types of digital watermarking techniques. However, intelligent watermarking

has some drawbacks. One of them concerns the communication of embedding parameters to

the detector. One of the main advantages of digital watermarking over other security techniques

is the self-contained protection it offers. Notwithstanding, most watermarking systems require

the knowledge of some of the embedding parameters on detection. A common approach is

to use a fixed set of parameters and communicate them to all the detectors through a secure

channel. But in intelligent watermarking, these parameters must be optimized according to

each particular image. This can limit the application of intelligent watermarking, mainly in

situations where the overhead of a secure channel to communicate these parameters is not ac-

ceptable. Another approach is to use part of the payload to either embed a training sequence,

in the form of an Error Correction Code (ECC) or as a second watermark.

Another drawback of the use of EC in the optimization of digital watermarking systems is its

high computational cost. Depending on the complexity of the problem, an EC algorithm such

as PSO or GA can require thousands of fitness function evaluations. In intelligent watermark-

ing this means thousands of costly embedding, detection and image processing (attack) opera-

tions. This limits intelligent watermarking to small sets of images. For this reason, decreasing

the computational burden of evolutionary optimization techniques is a key issue, which can

make possible the industrial use of intelligent watermarking.

As digital watermarking task comprises embedding a signal into an image in accordance with

robustness and quality constraints, it can be said that it is in essence a multi-objective optimiza-

tion problem. In the literature, many research works have tried to address this multi-objective

problem with the use of a weighted sum of the objective functions. However, it is a known

problem in evolutionary optimization that this approach usually favours one objective in detri-

ment of the others. The alternative is instead of conducting a search for a single global solution
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to the problem, try to find a set of nondominated solutions, known as Pareto-optimal as in (Sal

et al., 2006; Díaz and Romay, 2005).

Supervised learning has also been used in the context of creating adaptive watermarking sys-

tems. Most classifiers will rely in some sort of optimization (e.g. gradient descent for MLP

and quadratic programming for SVM). However, differently than in EC-based intelligent wa-

termarking, optimization is employed in the task of finding optimal parameters for the classi-

fiers and not for the watermarking systems. These classifiers are then employed in intelligent

watermarking either replacing a watermarking process or in the evaluation of a watermarking

property.

As a case study, PSO was employed to the task of optimizing a bi-tonal watermarking system.

It was possible to observe in this simulation that although EC can be useful in the task of find-

ing a near-optimum trade-off between robustness and quality, the performance is bounded by

theoretical limitations of the watermarking system (embedding capacity, etc). The advantage

of PSO over greedy search is that it allows a paralel search for optimal parameters (that is,

adjusting more than one parameter at the same time). This can make possible the optimization

of more complex parameters such as the embedding strength (α) and the quantization step size

(Q). Adjusting these parameters against some removal attacks can be considered a future work.

Another important issues to be addressed include: decreasing the computational burden of EC

and employing a Pareto-based multi-objective optimization technique.

1.6 Discussion

In this chapter we presented some of the key issues in intelligent watermarking. We also

demonstrated through a proof-of-concept simulation the main advantages and limitations re-

garding the use of EC for the automatic adjustment of embedding parameters. The baseline

bi-tonal watermarking system employed through the rest of this thesis was presented in details.

However, one of the limitations of the techniques presented in this chapter is their elevated

computational burden. In most cases, automatic adjustment of embedding parameters through
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EC involves thousands of embedding and detection operations per image. For this reason, such

type of approach is limited to small, proof of concept applications.

But in optimization of embedding parameters for streams of document images, the optimiza-

tion problems associated with these images are expected to be similar which makes possible

reusing knowledge about previous optimization tasks in order to decrease the cost of optimiza-

tion. Based on this insight, in the next chapter we investigate some important properties of

this stream of optimization problems formulation of intelligent watermarking and propose a

strategy to curb the computational cost in such scenarios.



CHAPTER 2

HIGH THROUGHPUT INTELLIGENT WATERMARKING OF HOMOGENEOUS
STREAMS OF BI-TONAL IMAGES

In this chapter, a novel intelligent watermarking technique based on Dynamic Particle Swarm

Optimization (DPSO) is proposed. The main objective here is to formulate intelligent water-

marking of bi-tonal image streams as a dynamic optimization problem and to devise a tech-

nique that allows detecting and measuring the severity of changes in such type of problem.

This population-based technique allows to evolve a diversified set of solutions (i.e., embed-

ding parameters) to an optimization problem, and solutions from previous optimizations are

archived and re-considered prior to triggering new optimizations. In such case, costly opti-

mization may be replaced by direct recall of quasi identical solutions. Simulations involving

the intelligent watermarking of several long streams of homogeneous PDF document images

resulted in a decrease of computational burden (number of fitness evaluations) of up to 97.2%

with a negligible impact on accuracy. The content of this chapter was published at the 10th

International Conference on Intelligent Information Hiding and Multimedia Signal Processing

(Vellasques et al., 2010b) and Applied Soft Computing (Vellasques et al., 2011).

2.1 Introduction

The digitalization, storage and transmission of document images plays a vital role in many

sectors, including government, health care and banking. Modern scanning devices have pro-

duced massive quantities of digitized documents, a situation that poses serious privacy threats,

because most of these documents contain sensitive fiscal, medical and financial information.

The enforcement of the confidentiality, integrity, and authenticity of these images has therefore

become a very active research topic.

Cryptography has traditionally been employed as a mean of enforcing these aspects for dif-

ferent types of data. However, as pointed by Cox et al (Cox et al., 1996), in conventional

cryptographic systems, once the data is decrypted there is no way to track its reproduction or

transmission. Digital watermarking, which is the practice of imperceptibly altering an image in
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order to embed a message about it (Cox et al., 2002) is a complement to cryptography and, can

be employed in order to enforce the integrity and authenticity of document images. Although

digital watermarking has been successfully employed in the protection of many different types

of media such as audio, video and images (Wu, 2001), this chapter will focus on the water-

marking of long streams of bi-tonal document images with similar structure as bank cheques,

for example. The three main properties of a digital watermarking system are the data payload

or capacity (amount of information that can be embedded within an image), robustness (water-

mark resistance against intentional and unintentional image processing operations) and fidelity

(similarity between original and watermarked images). A gain in one of these properties usu-

ally comes at the expense of a loss in others.

Each application has a different requirement with regards to payload, fidelity and robustness.

A common approach is to employ Constant Embedding Rate (CER) to set the payload, and

to find an optimal trade-off for the other two properties. A watermark that is robust enough

to resist attacks is embedded (as long as these attacks do not affect the commercial value of

the watermarked image), without introducing visual artifacts. Some watermarking systems

allow embedding multiple watermarks with different robustness levels (Wu and Liu, 2004). A

robust watermark is usually employed in the enforcement of authenticity since it can survive

some attacks while a fragile one is easily destroyed by tampering and can be employed in the

enforcement of integrity.

Finding the optimal trade-off between fidelity and robustness is a very challenging problem be-

cause the payload varies for different types of images. In intelligent watermarking (Vellasques

et al., 2010a), evolutionary computing (EC) techniques such as Genetic Algorithms (GA) (Hol-

land, 1992) and Particle Swarm Optimization (PSO) (Kennedy and Eberhart, 1995) have been

proposed to determine the optimal embedding parameters for each specific image. The basic

principle is to evolve a population of potential embedding parameters through time using a mix

of robustness and quality metrics as objective function (Areef et al., 2005; Arsalan et al., 2010;

Chen and Lin, 2007; Ji et al., 2006; Kumsawat et al., 2005; Shieh et al., 2004; Shih and Wu,

2004; Pan et al., 2004; Wei et al., 2006; Wu and Shih, 2006). Genetic programming has also
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been proposed in a similar context (Khan and Mirza, 2007). Such EC-based approaches are not

feasible in high data rate applications because of their high computational cost (Chen and Lin,

2007), mainly because the optimization of a single image may require hundreds of thousands

of embedding and detection operations (Kumsawat et al., 2005; Shieh et al., 2004; Shih and

Wu, 2004).

In this chapter, it is hypothesized that when optimizing a large number of images of a same

nature, it is possible to employ the knowledge acquired in previous optimization tasks in order

to decrease the cost associated with frequent re-optimizations (Blackwell and Bentley, 2002).

Knowledge of previous intelligent watermarking tasks has already been employed as a manner

of improving subsequent tasks (Khan et al., 2008; Usman and Khan, 2010). In such scenarios,

the inherent optimization problems would share some similarity and intelligent watermarking

can be cast as a single, long-term, dynamic optimization problem (DOP), instead of multiple,

isolated, static problems. In a DOP, the optimum changes with time. Nickabadi et al (Nick-

abadi et al., 2008) observed that there are three different types of changes:

• Type I – Optimum location changes with time.

• Type II – Optimum fitness changes with time (but location remains fixed).

• Type III – Both, the location and fitness of the optimum change with time.

The authors also characterize a DOP according to change severity in both time (called tem-

poral severity) and space (spatial severity). Yang and Yao (Yang and Yao, 2008) categorize

environment changes in two groups: periodical, where changes occur in a fixed time interval

and cyclical, where several fixed states occur repeatedly.

For an intelligent watermarking system, the moment an image transition occurs is known.

Therefore, the temporal severity will be considered negligible, the problem is to be said pseudo-

dynamic. More specifically, intelligent watermarking can be formulated as a specific type of

DOP where a change is followed by a period of stasis (Farina et al., 2004). In the envisioned

scenario, an image transition should result in an environmental change. No change is expected

to happen during the optimization of a single image. Thus, in the envisioned scenario, a stream
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of document images will correspond to a stream of optimization problems rather than a single

problem where the optimum (or optima) continuously changes with time.

In this formulation of intelligent watermarking as a DOP, changes of type I are not expected

as hardly two images will result in exactly the same fitness. Two images with very similar

structure should result in a very similar set of optimal embedding parameters. That is, the set

of embedding parameters can be either exactly the same or very similar, with only a small vari-

ation on their fitness values. The hypothesis we pose is that a transition between such similar

images should result in either a change of type II (for the first case) or in a non-severe change

of type III (for the second case). However, we will treat both as changes of type II. For the

former, the location is exactly the same and it can be said that both optimal solutions are equiv-

alent. For the later, the variation is still within the area surveyed by the population of solutions

and thus there might exist other equivalent solutions that can be employed interchangeably for

both problem instances. Two images with different structure by another way should result in

considerable difference in both, set of optimal embedding parameters and respective fitness

values. For this reason, a transition between them would imply in a severe change of type

III. In such scenario, intelligent watermarking can be considered as a special case of cyclical

problem (Yang and Yao, 2008) as similar rather than static states reappear over time.

For the scenario considered in this chapter, embedding parameters will be optimized for a large

stream of similar bi-tonal document images. For two similar images, Co1 and Co2, the change

between the respective optimization problems would be of type II. The respective sets of op-

timal embedding parameters and fitness values are also expected to be similar. Since existing

intelligent watermarking methods optimize embedding parameters for each image, computa-

tional time is wasted in optimizing parameters for a previously seen image. In such case, the

population of solutions (sets of embedding parameters) obtained in the optimization of Co1

may have one or more solutions for Co2 that are comparable to those that would be obtained

by performing complete re-optimization. Given two other images with considerably different

structure, Co3 and Co4, the change would be of type III and re-optimization would be neces-

sary as their respective optimal embedding parameters and fitness values are also expected to
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be very different. However, existing change detection methods do not provide means of mea-

suring the similarity between two optimization problems which would allow re-using solutions

for changes of type II.

In this chapter, fast intelligent watermarking of streams of document images is formulated as

a DOP and tackled with the use of a novel technique based on Dynamic PSO (DPSO) since

canonical PSO cannot tackle some issues in a DOP like outdated memory, lack of a change

detection mechanism and diversity loss (Blackwell, 2007; Carlisle and Dozier, 2002). In the

proposed technique, solutions of previous problems are stored in a memory and recalled for

similar problems. An adaptive technique to measure the similarity between optimization prob-

lems associated with two different images (change detection) is also proposed. This technique

allows distinguishing between changes of types II and III. The main application of the proposed

method is to tackle intelligent watermarking of long, homogeneous streams of document im-

ages. Both, this formulation of intelligent watermarking as a dynamic optimization problem

and the adaptive change detection mechanism are unprecedented.

Proof-of-concept simulations are performed with the use of a general bi-tonal watermarking

system based on odd-even embedding and quantization (Muharemagic, 2004; Wu and Liu,

2004). Two databases containing binarized pages of scientific documents were employed in

these simulations. Simulation results demonstrate that this approach resulted in significant

decrease in the computational cost of intelligent watermarking by avoiding costly optimization

operations but with nearly the same accuracy of optimizing each image.

This chapter is organized as follow. Section 2.2 presents a survey of digital watermarking and

provides a baseline system for bi-tonal images. A baseline system for intelligent watermarking

of isolated bi-tonal images based on PSO is presented in Section 2.3. The fast intelligent

watermarking system based on DPSO is proposed in Section 2.4. Finally, Section 2.5 provides

experimental results and discussions.
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2.2 Digital watermarking methods for bi-tonal images

Since the intended application is the watermarking of document images (which is mostly based

in bi-tonal encoding), a baseline bi-tonal watermarking method will be presented. Bi-tonal

(or binary) watermarking offers additional challenges when compared to greyscale and color

watermarking since in a bi-tonal image, pixels can only have two values – black or white –

thus any variation tend to be more perceptible than in color and greyscale images. There are

numerous bi-tonal watermarking techniques in the literature (Awan et al., 2006; Mei et al.,

Jan. 2001; Muharemagic, 2004; Pan et al., 2000; Ho et al., 2004a; Tseng and Pan, 2001; Wu

and Liu, 2004; Yang and Kot, Dec. 2006; Zhang and Qiu, 2005; Zhao and Koch, 1995). A

survey of such techniques can be found in (Chen et al., 2001). The main drawback of bi-tonal

watermarking is that most techniques were conceived to deal with very specific applications

like printed text, handwritten text, half-toned images or a certain class of watermarks (robust

or fragile).

The bi-tonal method of Wu and Liu (Wu and Liu, 2004) is employed as the baseline water-

marking method in this research since it is general and allows embedding multiple watermarks

at the same image with different levels of robustness. This technique is based on odd/even

embedding, where basically the image is partitioned into several blocks of equal size (B × B

pixels) and pixels are flipped in order to set the number of black pixels to either an odd number

(to embed a ‘0’) or an even number (to embed a ‘1’). The number of pixels to flip is quantized

(Chen and Wornell, 2001; Eggers et al., 2003) as a manner of allowing robust watermarking.

In this method, a bit m is embedded into the ith block of the cover image Co by manipulating

the number of black pixels on that block (NP ) with the use of quantization

wa = QΔ{NP −Q(
m

2
+ r)} − (NP −Q(

m

2
+ r)) (2.1)

where QΔ{} is the scalar uniform quantization operation, Q is the quantization step size and

r is a pseudo-random number in the [0, 1) range. The new number of black pixels on block i

(N ′
P ) is computed as

N ′
P = NP + wa (2.2)
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Detection is performed by an inverse process. Image is partitioned using the same block size

and a bit is detected from block i by verifying the number of black pixels on it (N ′′
P , which

might be different than N ′
P if image has been attacked)

wn = QΔ{N ′′
P − rQ} − (r −N ′′

PQ) (2.3)

The detected bit mn is set to 0 if the value of wn is close to either 0 or Q. Otherwise (closer

to Q/2), it is set to 1. This is depicted in Figure 2.1. Basically, the value of wn will be

in the [0, Q] range and we have |wn| ≤ |wn − Q/2| when it is closer to 0 than to Q/2 and

|wn −Q| ≤ |wn −Q/2| when it is closer to Q than to Q/2.

Figure 2.1 Detection decision.

Flipping pixels in uniform areas results in visual artifacts. Flippability analysis techniques

(Muharemagic, 2004; Ho et al., 2004a; Wu and Liu, 2004; Zhang and Qiu, 2005) tackle this

problem by assigning a score to each pixel based on properties of its neighborhood. A window

of size W × W is employed in this process. The Look-up Table (LUT) method proposed by

Wu and Liu (Wu and Liu, 2004) uses a fixed 3× 3 window in order to assign a score to a pixel

based on the smoothness and connectivity of its neighborhood. A look-up table containing

all the possible 23×3 patterns is built and the score for every pattern is calculated. For major

window sizes, creating a look-up table becomes prohibitive.
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Muharemagic (Muharemagic, 2004) proposes a more flexible technique named Structural Neigh-

borhood Distortion Measure (SNDM). This method uses a reciprocal distance matrix D in order

to compute the flippability of a pixel, based on its W × W neighborhood. The SNDM of a

candidate pixel (i, j) of image Co is computed as follows:

SNDMi,j =

∑W
2

k=−W
2

∑W
2

l=−W
2

(Co(i, j) ⊕ Co(i+ k, j + l))× Dk+W
2
,l+W

2∑W
k=1

∑W
l=1 Dk,l

(2.4)

where D is defined as:

Di,j =

⎧⎪⎨
⎪⎩
0, if (i, j) = W

2

1√
(i−W

2
)2+(j−W

2
)2
, otherwise

(2.5)

After that, pixels are shuffled using a pseudo-random sequence based on a seed S in order

to distribute flippable pixels evenly across the image. Muharemagic (Muharemagic, 2004)

observed that some seeds result in better (more uniform) shuffling than others for a given

image. Thus, the use of a pool of shuffling seeds is preferred. After embedding, the image

is de-shuffled. Detection consists of partitioning the image with the same block size used on

embedding, shuffling all pixels (using the same key as well) and detecting the embedded bit

on each block using the quantized detector. Flippability analysis is not necessary on detection

as pixels do not need to be flipped. This watermarking process is explained in details in (Wu

and Liu, 2004) while an explanation of the SNDM technique can be found in (Muharemagic,

2004).

2.3 Intelligent watermarking of isolated images using Particle Swarm Optimization
(PSO)

Particle Swarm Optimization (PSO) (Poli et al., June 2007) is an optimization technique in-

spired on the behavior of bird flocks. It relies on a population (swarm) of candidate solutions

(particles). Each particle navigates in a multidimensional search space (or fitness landscape)

guided by the best position visited by itself (cognitive component) and by its best neighbor

(social component). A particle i has a position xi and velocity vi which are updated according
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to:

vi = χ× (vi + c1 × r1 × (pi − xi) + c2 × r2 × (pg − xi)) (2.6)

xi = xi + vi (2.7)

where χ is a constriction factor, chosen to ensure convergence (Blackwell, 2005), c1 and c2

are respectively the cognitive and social acceleration constants (they determine the magnitude

of the random forces in the direction of pi and pg (Poli et al., June 2007)), r1 and r2 are two

different random numbers in the interval [0, 1], pi is the best location visited by particle i and

pg is the best location visited by all neighbors of particle i. PSO parameters c1 and c2 are

set to 2.05 while χ is set to 0.7298 as it has been demonstrated theoretically that these values

guarantee convergence (Poli et al., June 2007). The neighborhood of a particle can be restricted

to a limited number of particles (L-Best topology) or the whole swarm (G-Best topology). The

particle encoding employed in this system can be seen in Table 2.1. Basically, the block size

has lower bound of 2× 2 and upper bound of 62× 62 pixels ( maximum possible for the given

watermark size, considering the dimension of the images in the database). The remaining

bounds, ΔQ, SNDM window size and number of shuffling seeds were defined based on the

literature (Muharemagic, 2004).

Table 2.1 Range of embedding parameter values considered for PSO algorithm in this

chapter.

Embedding Parameter Particle Encoding
Block Size (B): {2, 3, 4, ..., 62} xi,1 : {1, 3, 4, ..., 61}

Difference between Q for the robust (QR) xi,2 : {1, 2, .., 75}
and fragile (QF ) watermarks (ΔQ): {2, 4, 6, ..., 150}

SNDM window size (W ): {3, 5, 7, 9} xi,3 : {1, 2, 3, 4}
Shuffling seed index (S): {0, 1, 2, ..., 15} xi,4 : {0, 1, 2, ..., 15}

Since one of the parameters in the intended application is a random shuffling seed (S) which

leads to a multi-modal fitness landscape, L-Best topology will be employed in the proposed

technique as it is known to outperform G-Best in such situation (Parsopoulos and Vrahatis,

2002). During initialization, each particle is set to communicate with its k-nearest neighbors
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(neighborhood is based on Euclidean distance). During optimization, the link between particles

is changed in a random manner if no improvement occurs after one generation as a mean of

improving adaptability (Clerc, 2006). Regarding the neighborhood size, we propose setting k

to 3 as it is common found in the literature (Kapp et al., 2009).

The application of PSO in the optimization of embedding parameters is straightforward. In the

envisioned application, a population of potential solutions is initialized randomly according to

the bounds defined in Table 2.1. Then, at each generation, the fitness of each particle xi is

evaluated in the task of watermarking a given image and xi is adjusted according to Equation

2.7. The fitness evaluation consists of embedding a robust and a fragile watermark – and is

depicted in Figure 2.2 where Co is the cover image, mR and mF are the robust and fragile

watermarks, respectively, Cr is the robust watermarked image, Crf is the image that has been

watermarked with both, the robust and the fragile watermarks (multi-level watermarked im-

age), Crf′ is the multi-level watermarked/attacked image, mRAD is the robust watermark that

has been detected from the multi-level watermarked/attacked image, DRDM is the Distance

Reciprocal Distortion Measure, BCR−1 is the inverse of the Bit Correct Ratio (Areef et al.,

2005; Pan et al., 2004) between mR and mRAD, ω1 is the weight assigned to BCR−1 and ω2 is

the weight assigned to DRDM .

The robust watermark is embedded first at a quantization step size QR and then, the fragile

watermark is embedded at a quantization step size QF < QR. The robustness of the fragile

watermark can be set to a fixed, small value (as it has to be destroyed in the event of an attack).

For the robust watermark, the difference between both ΔQ = QR − QF will be optimized,

with QF = 2. A secure channel is assumed to be available for the transmission of the optimal

embedding parameters (Table 2.1).

Robustness is computed by embedding both watermarks, attacking the image, detecting the

robust one and computing the inverse of the Bit Correct Ratio (BCR) (Areef et al., 2005; Pan

et al., 2004) between the embedded and detected watermarks. As mentioned before, the fragile

watermark does not need to be optimized and for this reason its robustness is not considered in

the fitness evaluation. Quality is computed with the use of the Distance Reciprocal Distortion
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Figure 2.2 Fitness evaluation.

Measure (DRDM) (Muharemagic, 2004) which is also based on the use of a reciprocal distance

matrix with size W × W . This limits the number of objective functions to two (which must

be minimized). Both metrics are combined with the use of weighted aggregation (Parsopoulos

and Vrahatis, 2002):

F (xi) = ω1BCR−1 + ω2DRDM (2.8)

where ω1 is the weight assigned to the robustness metric, BCR−1 is the robustness metric, ω2

is the weight associated with the quality metric and DRDM is the quality metric. The weights

are non-negative and ω1 + ω2 = 1.

More formally, a particle xi represents a position in a 4-dimensional, discrete parameter space

(xi ∈ Z
4), with lower bound in (1, 1, 1, 0) and upper bound in (61, 75, 4, 15). This particle

is mapped to a fitness function F (xi) which consists of a weighted sum of the quality and

robustness measurements obtained in a watermarking task involving the embedding parameters

encoded by xi. The fitness landscape comprises the combination of both, parameter and fitness

space.
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2.4 Fast intelligent watermarking of image streams using Dynamic PSO

The proposed method assumes a long stream of bi-tonal document images ({Co1, ...,CoN})

and operates in two modes – a recall mode, where previously seen solutions are recalled from a

memory and employed directly (avoiding re-optimization) and an optimization mode where the

embedding parameters are optimized with the use of the L-Best PSO method described earlier

until a certain stop criterion is met. Optimization will be halted whenever the global best has

not improved for a given number of generations. The reason for choosing this criterion is that

it is commonly found in the literature and it is not sensible to the number of generations chosen

(Zielinski and Laur, 2007). There are two levels of memory. The first one is named Short Term

Memory (STM), which in our notation is represented by MS and contains all the particles

obtained in the optimization of a single image, that is, the whole swarm. This set of particles

will be called a probe. The second one is named Long Term Memory (LTM), represented by

M and contains probes obtained in the optimization of different images. Since optimization

will only be triggered when images have different structure, given two probes M1 and M2,

the solutions found in M1 should be very distinct from the solutions found in M2.

For each image, an attempt to recall the STM is made. If this recall is not successful, an

attempt to the LTM is made. Change detection is employed during a recall in order to measure

the similarity between the fitness landscape of current image and the fitness landscape of the

image for which that probe was obtained. When STM/LTM recall fails, the best solutions from

the STM probe are injected into the swarm replacing its worst solutions (those which resulted in

poorest combination of quality and robustness) and optimization is triggered. Thus, the STM

provides a first level of recall and memory-based immigrants for the swarm (Wang, 2007).

Regarding the amount of immigrant solutions, we propose injecting the best 70% particles,

inspired by the results reported in (Kapp et al., 2009), which employed the same amount of

random rather than memory-based immigrant solutions.

This approach tackles diversity loss in a more precise manner than randomizing the entire

swarm (Wang, 2007). The proposed method is illustrated in Figure 2.3. Here, starting with a

first image (Co1), the swarm is initialized randomly (i) and optimization is performed until a
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stop criterion is attained, resulting in an optimized swarm (ii). A probe is created with the par-

ticles of the swarm obtained, put in the LTM (I) and copied to the STM (iia). Then, for image

Co2 the global best is successfully recalled from the STM. A recall is successful whenever the

difference between the distributions of fitness values of both probes is smaller than a critical

value Dα. For image Co3 an alternative solution is recalled from the STM. Then, for image

Co4, the STM recall fails and since the LTM probe is identical to the STM probe, the best

solutions in the STM probe are injected into the swarm, replacing its worst solutions (iii). Op-

timization is triggered and results in another optimized swarm (iv). A second probe is created

and put into the LTM (II). The probe in the LTM with the highest number of successful recalls

(I) is copied to the STM (iib). Images Co5, Co6 and Co7 result in unsuccessful STM recalls.

However, another LTM probe (II) is successfully recalled in both cases and its successful recall

counter becomes greater than that of the current STM probe which is then replaced by it (iva).

Figure 2.3 Overview of the proposed method.

During a transition between two images, the corresponding fitness landscape change can be

either of type II (usually for images of a same nature) or III (images of different nature). It is

possible to decrease computational burden by avoiding re-optimization for changes of type II –

as for images Co1, Co2 and Co3 – since the optimum remains in the same location. Moreover,

it is also possible to decrease computational burden of re-optimization for cases of type III by

initializing the swarm with a few solutions from a previous optimization problem.
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2.4.1 Change detection

The common strategy to perform change detection is to use fixed (sentry) particles (either from

the swarm or from the memory (Branke, 1999; Yang and Yao, 2008)) and re-evaluate their

fitness at each generation. However, such approach fails in detecting changes that occurred

in restricted areas of the landscape as they are based on the assumption that if the optimum

location of the fitness landscape changes, the fitness of any solution will also change (Carlisle

and Dozier, 2002). The alternative is to choose one or more solutions randomly as sentries

(Carlisle and Dozier, 2002). However, this approach does not allow measuring the severity of

a change.

Wang et al (Wang et al., 2007) try to tackle this problem by computing a running average of the

fitness function for the best individuals over a certain number of generations, determining the

severity based on a threshold. But this approach has two limitations in intelligent watermark-

ing. The first is, it is not possible to put a threshold on variations of fitness value because of

the issue regarding images with different capacity. The second is, since only the best solution

is employed, it does not provide considerable information about the landscape.

Existing change detection methods use a limited number of sentries for a simple reason, they

try to limit the number of fitness evaluations necessary in such process as in most of these

cases, it needs to be performed at each generation. However, considering that in the envisioned

scenario change detection will only be performed during image transitions, a larger number

of sentries might be employed with little impact on the overall computational burden in cases

where re-optimization is necessary and a significant decrease in cases where it is avoided.

An intuitive approach is thus, use all particles as sentries. Considering that an appropriate

diversity preserving mechanism is in place, such approach would provide more information

about change in the fitness landscape than those based on single sentries. The L-Best topology

employed in our technique maintains the diversity throughout the optimization process and

should result in diverse enough probes. In the proposed change detection mechanism, the

severity of a change between two images Coi and Coi+1 is measured by evaluating the fitness
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value (Figure 2.2) of a memory probe in both images and comparing the similarity between the

respective distributions of fitness values with the use of a statistical test.

A slight difference between both distributions of fitness values might be due to change of type

II or a non-severe change of type III. In such case, probe solutions could be employed directly,

avoiding re-optimization. A severe difference between both distributions otherwise, can be

due to a severe change of type III and re-optimization should be triggered. It is important to

observe that the distinction between change types II and III is inferred indirectly as in a change

of type III, the location of new optimum cannot be found with the use of sentries, requiring

re-optimization for this end. However, in such situation, the severity of the variation for a

given sentry is expected to be high, mainly if that sentry is positioned over a narrow peak.

Since the distinction is based on the fitness distribution of sentry particles it is possible that

two visually distinct images result in a similar distribution of fitness values. This means that

although the images are different, their embedding capacity is equivalent and therefore, their

optimal embedding parameters can be employed interchangeably.

Using a statistical test in the change detection process allows measuring the difference between

the distributions of fitness values of a group of sentry particles in two different images. Such

approach should provide much more information about a variation in the landscape than com-

paring fitness of isolated sentries. Figure 2.4 illustrates this process for a slight variation in the

landscape which might be due to a type II change in an hypothetical situation where the change

in the landscape (due to an image transition) was completely symmetrical, that is probe 4 has

now the same fitness value as probe 1 in the previous landscape and so forth. In such case, both

distributions would be identical but the best solution for the first image (number 1) would not

be the best for the next image. However, another solution (number 4) would be equivalent to

previous best solution.

Figure 2.5 illustrates the behavior of the change detection mechanism for a severe variation

in the landscape, which might be due to a type III change. Here, both distributions differ

significantly, no solution in probe could be employed directly in the second image.
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(a) (b)

Figure 2.4 Illustration of a perfectly symmetrical type II change. (a) Fitness values of

sentry particles for first image. (b) Fitness values of sentry particles for second image.

(a) (b)

Figure 2.5 Illustration of a type III change. (a) Fitness values of sentry particles for first

image. (b) Fitness values of sentry particles for second image.

Since the exact form of the fitness landscape is not known, no assumption can be made about

the form of the distribution of fitness values of a probe. For this reason, the statistical test must

be non-parametric. The Kolmogorov-Smirnov test (KS-test) (NIST/SEMATECH, 2010) is a

non-parametric statistical test that can be employed to compare the distribution of two sets of

unidimensional points. It is based on the empirical distribution function (ECDF). Given a probe

Mi, with L sentry particles {Mi,1, ...,Mi,L} ordered according to their respective fitness val-

ues {f(Mi,1,Coi), ..., f(Mi,L,Coi)} obtained in the optimization of image Coi, the empirical

distribution function (ECDF) is defined as a set of cumulative probabilities {E1, ..., EL}:

Ej =
nj

L
(2.9)
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where nj is the number of fitness values less than f(Mi,j,Coi).

Given two sets of fitness values obtained in the evaluation of a same probe in two distinct

images {f(Mi,1,Coi), ..., f(Mi,L,Coi)} and {f(Mi,1,Coi+1), ..., f(Mi,L,Coi+1)}, the KS

statistic gives the maximum distance between their ECDFs. The null hypothesis is that both

sets of fitness values were drawn from the same distribution and it must be rejected if their KS

statistic is above the critical value for a given confidence level (Dα). For sets with more than

12 elements, the critical value can be computed as follows (Wessel):

Dα = cα

√
n1 + n2

n1n2

(2.10)

where n1 is the number of elements in the first vector, n2 is the number of elements in the

second vector and cα is the coefficient for confidence level α (Table 2.2).

Table 2.2 Values of cα for confidence levels (two-sided) (Wessel).

Values
Confidence level (α) 0.1 0.05 0.025 0.001 0.005 0.001

Coefficient (cα) 1.22 1.36 1.48 1.63 1.73 1.95

2.4.2 A memory-based intelligent watermarking method using DPSO

The proposed method is depicted in Algorithm 1.

Before optimization, STM and LTM will be empty (lines 2 and 3). For this reason, the swarm

will be initialized randomly (line 4). Then, for each cover image (Coi), an attempt to recall

the STM/LTM memory will be performed (line 7). If the recall fails, optimization is triggered

and after that, the LTM memory (M) is updated with the swarm obtained in the end of the

optimization process (Ss, lines 9 and 10).

After the first optimization, the STM will contain a single probe obtained at the end of the

optimization of an image. Then, after at least two optimizations, the LTM will contain several

probes, obtained at the end of the optimization of different images (more likely, images with
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Algorithm 1 Algorithmic description of the proposed method.

Inputs:
CO = {Co1, ...,CoN} – set of cover images.

Dα – critical value for memory recall.

Definitions:
MS – Short Term Memory.

M – Long Term Memory.

Ss – set of solutions obtained in the optimization of Coi.

θ – recalled solution.

Recall(Coi, Dα) – recall STM/LTM memory (Algorithm 2).

Update(Coi,Ss,M) – update STM/LTM memory (Algorithm 3).

1: {Initialization}

2: MS ← ∅
3: M ← ∅
4: Initialize swarm randomly (respecting bounds defined in Table 2.1).

5: {Computation}

6: for i ∈ [1, N ] do
7: θ ← Recall(Coi, Dα)
8: if θ = ∅ then
9: Optimize Coi using PSO and watermark it using best solution pg.

10: Update(Coi,Ss,M)
11: end if
12: end for

little similarity among them). In practice, in situations involving long sequences of images with

similar structure, the STM should allow a faster recall than the LTM. In the same scenario, the

LTM should provide means of recalling solutions for images that do not resemble the majority

of the images in an homogeneous database. Moreover, it should provide means of adapting to

new homogeneous sequences of images being fed into the system.

The memory recall is summarized in Algorithm 2.

During a STM recall, the probe (MS) is re-evaluated for current image and a statistical test is

employed to compare the similarity between both distributions of fitness values (line 3). If they

are considered similar, the number of successful recalls of that probe (CountS) is incremented

(line 4) and the best solution is employed directly for current image, avoiding re-optimization

(line 5). Otherwise, the LTM probes ({M1, ...,ML}) are sorted by their number of success-
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Algorithm 2 Memory recall technique.

Inputs:
Coi – cover image i.
Dα – critical value for KS-test.

Outputs:
θ – optimal solution.

Definitions:
MS – Short Term Memory (one probe).

M – Long Term Memory (set of probes).

L – number of LTM probes.

Counti – number of successful recalls for probe i.
f(Mj,Coi) – evaluate probe Mj in image Coi.

KS(A,B) – Kolmogorov-Smirnov statistic between vectors A and B.

1: {Computation}

2: θ ← ∅
3: /*STM Recall*/

4: if KS(MS, f(MS,Coi)) ≤ Dα then
5: CountS ← CountS + 1
6: Set θ with best solution in f(MS,Coi).
7: else
8: /*LTM Recall*/

9: Sort M by Count (in reverse order).

10: for j ∈ [1, L] do
11: if KS(Mj, f(Mj,Coi)) ≤ Dα then
12: Countj ← Countj + 1
13: Set θ with best solution in f(Mj,Coi).
14: Exit for.

15: end if
16: end for
17: MS ← maxCount(M) /*Best probe is the first to be recalled and its best solutions are

injected into the the swarm when re-optimization occurs.*/

18: end if

ful recalls (Countj), in decreasing order (line 7) and the same procedure (fitness evaluation,

followed by statistical test) is repeated for each probe until either a probe with similar fitness

distribution is found or all probes have been tested (lines 9 – 13). After that, in both cases (suc-

cessful or unsuccessful LTM recall), the probe with the highest number of successful recalls

(maxCount(M)) is copied into the STM, replacing the previous one (line 15). If recall fails,
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Algorithm 3 Memory update technique.

Inputs:
Ss – set of solutions obtained in the optimization of Coi.

M – Long Term Memory.

Definition:
CountL – success counter of new probe.

1: {Computation}

2: CountL ← 0
3: Add Ss to M.

the best STM solutions are injected into the swarm and re-optimization is triggered. There are

two reasons for copying the LTM with highest number of successful recalls to the STM. The

first is that for an homogeneous database, it should provide a better starting point in the event

of re-optimization in comparison with re-randomization of the whole swarm. The second is

that as the images in such scenario are expected to have a very similar structure, it makes sense

trying to recall a probe that has been successfully recalled several times first.

This is a direct memory scheme (Yang, 2005) since the global best and respective swarm solu-

tions (probe) are kept in the memory. An unlimited memory is assumed at this moment, thus

there is no need to delete any solution from the LTM. Each probe contains a set of solutions,

their respective fitness values and the number of successful recalls for that probe.

The memory update is summarized in Algorithm 3. In the memory update mechanism, a new

probe (Ss) comprising solutions obtained in the optimization of embedding parameters for an

image (Coi), their respective fitness values and a successful recalls counter (initialized at 0,

line 2) is added to the LTM (line 3).

2.5 Experimental results

2.5.1 Methodology

In the following experiments, the swarm contains 20 particles, according to values found in

the literature (Poli et al., June 2007). Optimization stops whenever no improvement in global
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best fitness occurs during 20 generations. This is considered quite conservative as literature

suggests values between 5 and 20 (Zielinski and Laur, 2007). In order to be able to compare

the behavior of the proposed technique in different scenarios, full optimization will be applied

to all images and the resulting optimal swarms will be employed in the experiments involving

the memory-based technique. Since the fragile watermark must be destroyed in the case of

tampering, QF will be fixed at 2. In such case, flipping a single pixel in one block changes the

value of the embedded bit at that block. Full optimization will occur for every image in the

experiments with isolated images using the PSO system and for every time a change is detected

in the experiments using the memory-based DPSO system.

Three different experiments will be performed (A, B and C). In experiment A, the perfor-

mance of the approach based on using full optimization (PSO) for each image is compared

with that of a non-optimized set of parameters found in the literature (Muharemagic, 2004):

{B = 61, ΔQ = 8, W = 3, S = 0}. In experiment B, the performance of the proposed

memory-based DPSO method is compared with that of the full optimization method. Finally,

in experiment C, the memory-based approach is applied in a smaller dataset and then, the

probes obtained in that dataset are provided as a sort of a priori knowledge in the optimization

of a separate, larger dataset. In the memory-based experiments, the KS statistic, α was set to

0.05, which corresponds to a coefficient cα = 1.36 (Table 2.2) and a critical value (Dα) of 0.43.

The two watermarks to be embedded are the 26 × 36 BancTec logo (Figure 2.6a) as robust

watermark and a 36× 26 Université du Québec logo (Figure 2.6b) as fragile watermark.

(a) (b)

Figure 2.6 Bi-tonal logos used as watermarks. (a) 26× 36 BancTec logo. (b) 36× 26
Université du Québec logo.
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Although most intelligent watermarking methods employ some kind of attack modeling (Vel-

lasques et al., 2010a) (i.e., apply an attack to watermarked images and measure the impact on

robust watermark detection), the most simple scenario involves optimizing the parameters of

the robust watermark against no attack. This is the approach to be followed in a first moment.

Although it might seem trivial, it already requires choosing a set of parameters that makes the

watermark robust enough to resist to the noise caused by the fragile watermark. Then, in a

second moment, cropping attack (1% of image surface) will be employed. In both cases, the

number of objective functions will be equal to two (which must be minimized) – visual distor-

tion between cover and watermarked images (measured with the use of DRDM (Muharemagic,

2004)) and the inverse of the watermark detection rate (in this case, inverse Bit Correct Ratio

or BCR−1) – according to Equation 2.8. Since it was observed in the literature (Muharemagic,

2004) that absolute value of optimal DRDM is significantly smaller than that of the optimal

BCR−1, the DRDM will be scaled by a factor of 102 (which should put them in a same magni-

tude). Finally, an equal weight will be employed in the aggregation technique (ω1 = ω2 = 0.5)

since an equal trade-off between robustness and imperceptibility is sought.

2.5.1.1 Database

The first database consists of a stream of 61 pages of issues 113(1) and 113(2) of the Computer

Vision and Image Understanding (CVIU) Journal. The stream was divided in four blocks,

where the first and third contain 15 pages of plain text, the second and fourth contain 15 and 16

pages of text and half-toned images, respectively. This is the Text/Image/Text/Image (TITI-61)

database. Figure 2.7 shows some images from this database.

The second database contains 342 pages of 29 articles from CVIU 113(3) and 113(4) and

will be named CVIU-113-3-4. These articles were converted to bi-tonal format with the use of

ImageMagick 1 convert utility at 200 dpi. The resulting images have 1653×2206 pixels. These

two databases were chosen mainly because the articles are publicly available in the Internet and

other researchers can download the images and set the same database using the same protocol

employed in this article. Moreover, the resulting image streams are considerably homogeneous

1http://www.imagemagick.org
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(a) (b) (c) (d)

Figure 2.7 Database samples. Each image has a density of 200 dpi and 1653× 2206
pixels. (a–b) Text. (c–d) Half-toned image.

and some of the samples contain color images. This allows employing the same protocol

in the event of adapting the proposed method to the optimization of color and/or greyscale

watermarking systems.

2.5.2 A – Optimization of isolated bi-tonal images using full PSO versus default embed-
ding parameters

The main purpose of the experiments performed is to compare the performance of the static

PSO method with that of default embedding parameters found in the literature. A compari-

son of the fitness values obtained by PSO-based system with that obtained by employing the

default parameters suggested in (Muharemagic, 2004) shows that for most images, there was

a decrease in fitness value. Figure 2.8a provides such comparison for the TITI-61 database,

without the use of attacks. In this figure, ΔFitness means the fitness obtained by the use of

optimized parameters less the fitness obtained by the use of default parameters. The impact of

optimization on robustness was negligible (Figure 2.8b). However, the use of optimization re-

sulted in a significant improvement in the quality of the watermarked image (Figure 2.8d) with

negligible impact on the fragile watermark (the corresponding BCR is ≥ 95% for all cases as

observed in Figure 2.8c).

But the main advantage of optimizing embedding parameters is when it comes to making the

robust watermark resistant against an attack. Figure 2.9a shows ΔFitness for the TITI-61

database, but with the use of cropping of 1%. In this particular case, such attack was employed

during the optimization process (attack modeling). Regarding the default embedding param-
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Figure 2.8 Comparison of performance between optimized and non-optimized

embedding parameters (TITI-61, without attack). The region bellow the diagonal line

(‘+’) represents an improvement in performance by the PSO-based method. (a)

Difference between fitness values. (b) BCR−1 robust watermark. (c) BCR−1 fragile

watermark. (d) DRDM .

eters, they are the same as employed in Figure 2.8. It is worth of notice that the optimized

watermark is both more robust and less intrusive than the non-optimized robust watermark

(Figures 2.9b and 2.9d) with little impact on the fragile watermark (the corresponding BCR is

≥ 90% for most cases as observed in Figure 2.9c).

Figure 2.10 shows in details the difference in terms robustness between the non-optimized

and the optimized watermark. The cover image (Figure 2.10a) is watermarked and then has

1% of its border cropped (Figure 2.10b). A zoomed in view of a portion of the optimized

watermarked image shows that indeed the impact on quality is minimal (Figure 2.10c). For

the non-optimized set of embedding parameters, both the robust and fragile watermarks were
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Figure 2.9 Comparison of performance between optimized and non-optimized

embedding parameters (TITI-61, cropping of 1%). The region bellow the diagonal line

(‘+’) represents an improvement in performance by the PSO-based method. (a)

Difference between fitness values. (b) BCR−1 robust watermark (after attack). (c)

BCR−1 fragile watermark (before attack). (d) DRDM .

completely removed (Figures 2.10d and 2.10e). However, for the optimized set of embedding

parameters, the robust watermark resisted the attack (Figure 2.10f) while the fragile watermark

was completely removed (Figure 2.10g). In this particular case, the set of optimal embedding

parameters was {B = 9,ΔQ = 16,W = 3, S = 4} (it was {B = 28,ΔQ = 4,W = 3, S =

11} for the no attack modeling case).

This is the advantage of intelligent watermarking, it allows the optimization of embedding

parameters for a specific attack (or set of attacks).
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(a) (b) (c)

(d) (e) (f) (g)

Figure 2.10 Effect of optimizing embedding parameters on quality. (a) Cover image. (b)

Cropped watermarked image. (c) Difference between optimized watermarked (against

cropping of 1%) and original images. (d) Detected non-optimized robust watermark. (e)

Detected non-optimized fragile watermark. (f) Detected optimized robust watermark. (g)

Detected optimized fragile watermark.

2.5.3 B – Optimization of streams of bi-tonal images using memory-based DPSO versus
full PSO

The performance of the proposed method is compared with that of full optimization, in or-

der to have a better understanding of the memory recall scheme (which is one of the main

contributions of our method).

2.5.3.1 No attack

Figure 2.11 shows the difference in fitness performance between the proposed method and full

optimization (ΔFitness) for the TITI-61 database, without the use of any attack. It can be

observed that this difference is negligible. It required 2760 fitness evaluations to optimize all

61 images with the proposed method against 51460 fitness evaluations with full optimization

(a gain of 94.6%). The Mean Squared Error (MSE) between the fitness values obtained by full

optimization and by the proposed method is 5.4 × 10−6. Full optimization was employed for
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image 1, resulting in a first probe which was put in the STM/LTM. Probe 1 was recalled from

STM for images 2–7, 9–33, 35, 36, 38–40, 42, 43, 45–61. Re-optimization has occurred for

image 8, resulting in probe 2, which was put into the LTM. Probe 2 was recalled from LTM for

images 34, 37, 41 and 44.
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Figure 2.11 Fitness performance of proposed IW algorithm for the 61 images of the

TITI-61 database (without attack).

Regarding the two metrics that compose the fitness, the main variations were due to quality

(DRDM). However, as it can be observed in Figure 2.12, it was still quite similar to that of full

optimization (MSE of 4.2× 10−9).

An interesting property of the memory scheme is that a probe also provides alternative solutions

(other than the global best) during a recall. This can be observed in the histogram of recall of

probe solutions (Figure 2.13). It is possible to observe that for probe 1, the global best resulted

in the best fitness 13 times while other probe solutions – 5, 6, 11 and 15 – resulted in the best

fitness 24, 1, 7 and 10 times, respectively. For the other probes, the global best was recalled

three times while another solution (14) was recalled once. What is worth of notice is that all

STM recalls (probe 1) for images from the Text category had either solutions 1, 5 or 11 as the

best one (being the number of recalls 12, 4 and 7 respectively). And all STM recalls for images



78

0.8 0.85 0.9 0.95 1 1.05 1.1
0.8

0.85

0.9

0.95

1

1.05

1.1

BCR−1 Full Optimization

B
C

R
−1

 M
em

or
y−

B
as

ed
 M

et
ho

d

−

+

(a)

0 0.5 1 1.5 2 2.5 3

x 10−3

0

0.5

1

1.5

2

2.5

3
x 10−3

DRDM Full Optimization

D
R

D
M

 M
em

or
y−

B
as

ed
 M

et
ho

d

−

+

(b)

Figure 2.12 Comparison of watermarking performance between Full PSO and proposed

method (TITI-61 database, without attack). The region bellow the diagonal line (‘+’)

represents an improvement in performance by the memory-based method. (a) BCR−1.

(b) DRDM .

from the Image/Text category had either solutions 4 or 15 as the best one (with 20 and 10

recalls each, respectively). Thus, the same probe provided specialized solutions for different

classes of images.
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Figure 2.13 Histogram of recall of probes 1 and 2 solutions (TITI-61 database, no

attack). (a) Number of recalls of probe 1 solutions. (b) Number of recalls of probe 2

solutions.

Another important observation is that all the STM recalls were made from the probe created

by optimizing image 1 (which contains plain text and can be seen in Figure 2.7a). Then, probe

2 was created by optimizing the parameters for text image but which contains a significant
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blank space (Figure 2.14a) and was recalled for other images with a significant amount of

blank spaces (Figures 2.14b–e). Thus, the main benefit of the proposed long term memory

mechanism is to provide ready-to-use solutions for images with similar embedding capacity

(mainly in cases involving images that are considerably different from the majority of the

stream).

(a) (b) (c) (d) (e)

Figure 2.14 Images that resulted in either re-optimization or LTM recall (probe 2). (a)

Image 8. (b) Image 34. (c) Image 37. (d) Image 41. (e) Image 44.

The behavior of the probes is analyzed more carefully for three specific cases. The first is a

case of a successful STM recall (Figure 2.15). Here, probe 1, which is based on image 1 is

re-evaluated on image 2. It is possible to observe that both cumulative distributions are very

similar, thus this is a change of type II and re-optimization was not considered necessary. An-

other interesting observation is that both cumulative distributions of fitness cover a significant

range of fitness values, which allows comparing the similarity of both fitness landscapes more

precisely than using isolated solutions. What is worth of notice in this case is that the best

solution for image 2 was considered sub-optimal in image 1. That is, the probe provided an

alternate solution in this case.

Figure 2.16 shows a case of unsuccessful STM recall (Figure 2.16a) followed by a successful

LTM recall (Figure 2.16b). In the first case, probe 1, which is based on image 1 is re-evaluated

on image 37. Here, it is possible to observe that the distributions of fitness values in Figure

2.16a are considerably different, which corresponds to a change of type III. What is worth

of notice here is that images 1 (Figure 2.7a) and 37 (Figure 2.14c) are also quite different.

However, probe 2, which is based on image 8 resulted in a very similar cumulative distribution
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Figure 2.15 Case of successful recall. Cumulative distribution of probe 1 on images 1

and 2.

of fitness value when re-evaluated on image 37, which corresponds to a change of type II (both

images have a significant amount of blank spaces as it can be observed on Figures 2.14a and

2.14c).
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Figure 2.16 A case of unsuccessful STM recall followed by a successful LTM recall. (a)

Cumulative distribution of probe 1 on images 1 and 37 (unsuccessful STM recall). (b)

Cumulative distribution of probe 2 on images 8 and 37 (successful LTM recall).

The same experiment was performed in the CVIU-113-3-4 database. Regarding the fitness, the

performance was quite the same (Figure 2.17).
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Figure 2.17 Fitness performance of proposed intelligent watermarking algorithm for the

CVIU-113-3-4 database.

The Mean Squared Error (MSE) between the two sets of 342 fitness values obtained by full op-

timization and the proposed method is 3.9×10−5. The decrease in fitness evaluations was more

significant (96.4%, which corresponds to 10720 fitness evaluations in the proposed method

against 301580 in full optimization).

It is possible to observe that the behavior of the metrics that compose the fitness was very

similar to what was observed for the TITI-61 database (Figure 2.18).

Regarding the distribution of recalls per probe, for probe 1, the global best solution resulted

in the best fitness evaluation for 315 recalls while another solution (20) was the best for 15

recalls. The 3 recalls of probe 2 were distributed among solutions 1 (global best), 11 and 20.

The 5 recalls of probe 3 had solution 1 (global best) as the best one.

2.5.3.2 Attack modeling – cropping of 1% of image surface

The same experiments were performed using attack modeling (cropping of 1% of watermarked

image area). The difference between fitness values can be seen in Figure 2.19.

Full optimization occurred twice (images 1 and 8). Probe 1 was employed in all STM recalls.

As in the no attack case, the probe provided alternative solutions in numerous recalls (Figure
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Figure 2.18 Comparison of watermarking performance between Full PSO and proposed

method (CVIU-113-3-4 database, without attack). The region bellow the diagonal line

(‘+’) represents an improvement in performance by the memory-based method. (a)

BCR−1 (b) DRDM .
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Figure 2.19 Fitness performance of proposed IW algorithm for the 61 images of the

TITI-61 database with cropping attack.

2.20). For probe 2, solution 1 (global best) resulted in the best fitness five times while solution

2 was the best once.

It required 3960 fitness evaluations to optimize the 61 images against 55580 in full optimization

mode (a gain of 92.9%). The MSE between both sets of fitness values was 1.4× 10−4. For the
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Figure 2.20 Histogram of recall of probe 1 solutions (TITI-61 database with cropping

attack).

CVIU-113-3-4 database, although full optimization occurred twice, the gain in computational

burden was a little bit higher (8740 fitness evaluations for the proposed method against 298100

for full optimization or 97.1%) for a MSE of 1.6× 10−3.

2.5.4 C – Optimization of streams of bi-tonal images using memory-based DPSO (learn-
ing mode) versus full PSO

In the first experiment involving learning, the probes obtained in the experiment with the TITI-

61 database (no attack) were employed as a starting point for the CVIU-113-3-4 database

(learning mode). Re-optimization was triggered twice and for this reason the number of fitness

evaluations did not drop significantly when compared with the no-learning case. It required

10560 fitness evaluations to optimize all the 342 images (a gain of 96.5% when compared with

full optimization). The MSE was considerably smaller (2.3× 10−5) than without learning.

In the second one, solutions from TITI-61 (cropping of 1%) were employed as a starting point

for the CVIU-113-3-4 database resulted in a slight improve in computational burden perfor-

mance (a gain of 97.2% when compared with full optimization) as no full optimization was

required. There was also a significant gain in precision (MSE of 2.1× 10−4).

Finally, to illustrate the case-based learning capability of the proposed method, the images in

the TITI-61 database (no attack) had their order shuffled and the same experiment was repeated
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for the same database, but using the memory from previous experiment as a starting point. This

resulted in zero full optimization and exactly the same MSE.

2.5.5 Discussion

It was observed through the experiments involving the full PSO version of the proposed method

and the default parameters that the optimization of embedding parameters is justified, mainly in

situations involving adapting these parameters to a certain type of attack. In these experiments,

it can be said that the trade-off between the watermark robustness and image quality are tailored

to the specific need of a given scenario. That is, in situations where the only “attack” to be

expected is the embedding of a second (fragile) watermark, the use of optimization resulted in

an increase in the quality of the watermarked image when compared to default parameters. In

situations involving an intentional attack, it was possible to obtain a watermark that is at the

same time more robust and less intrusive. In both cases, it resulted in little or no impact in the

robustness of the fragile watermark.

In the experiments involving the memory-based approach, it was possible to observe that the

proposed technique allowed a watermarking performance comparable to that of full optimiza-

tion but for a fraction of the computational burden. Moreover, the memory provides a prelimi-

nary knowledge about a given intelligent watermarking task (learning capability).

The results are summarized in Table 2.3.

2.6 Conclusion

Since digital watermarking involves a trade-off between watermark robustness and image fi-

delity, numerous research papers have proposed the use of EC in order to find a setting of

embedding parameters that result in an optimal trade-off for each specific image. However,

this is a very costly process for high data rate applications as existing intelligent watermarking

techniques rely on full optimization of embedding parameters for each image. This limits such

approach to small proof-of-concept applications. In this chapter, fast intelligent watermarking
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Table 2.3 Simulation results. Decrease of fitness evaluations is computed as

1− (FEvals,M/FEvals,F ) where FEvals,M and FEvals,F are respectively, the number of

fitness evaluations for the proposed approach and full optimization.

Attack Database Learning MSE Full PSO Decrease
vs. in fitness

DPSO Fitness evaluations
No attack TITI-61 No 5.4× 10−6 94.6%

No attack CVIU-113-3-4 No 3.9× 10−5 96.4%

No attack CVIU-113-3-4 Yes 2.3× 10−5 96.5%

Cropping 1% TITI-61 No 1.4× 10−4 92.9%

Cropping 1% CVIU-113-3-4 No 1.6× 10−3 97.1

Cropping 1% CVIU-113-3-4 Yes 2.1× 10−4 97.2%

of streams of document images is formulated as a dynamic optimization problem and a novel

intelligent watermarking technique based on Dynamic Particle Swarm Optimization (DPSO)

is proposed. With this technique, solutions (i.e., embedding parameters) from previous opti-

mizations are archived and re-considered prior to triggering new optimizations. In such case,

costly optimization were replaced by recall of previously computed solutions stored in mem-

ory. A practical application of the proposed technique would be the intelligent watermarking

of massive amounts (e.g. tens of thousands per day) of different classes of documents like bank

cheques, invoices and so on. The experimental results indicate that as long as different classes

of images result in significant variation in the inherent fitness landscape of those images, the

proposed technique should cope with those changes by triggering re-optimization. Moreover,

in case of cyclical change, the memory should avoid costly re-optimization operations.

The proposed approach based on dynamic optimization is compared to the standard approach

found in the literature which consists of applying full optimization to each image. To our

knowledge, there is no approach based on dynamic optimization in the literature in order to

make a comparison with the approach proposed in this chapter. In general, the accuracy of the

memory-based method is similar to that of a method based on full optimization but for a frac-

tion of the computational cost. In situations involving homogeneous databases of document

images, the use of the proposed memory-based DPSO resulted in gains of up to 97.2% in com-

putational burden. The main reason is that for transitions involving images already optimized
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(which corresponds to a change of type II), the proposed method allowed recalling solutions

from an archive directly, without need of re-optimization. It was also observed that the pro-

posed adaptive change detection mechanism is robust enough to cope with minor variations in

the fitness landscape between images with a similar structure (type II change) but is not dis-

criminant enough to detect changes in the landscape between images with different structure

(type III change). In addition, the proposed memory scheme provides a case-based reasoning

capability to intelligent watermarking. A library of probes is incrementally built, which allows

replacing costly full optimization operations by memory recalls. Such approach could be fur-

ther improved by using statistical learning. This approach (as other intelligent watermarking

approaches) assumes that a secure channel is available in order to make the optimal embedding

parameters known at the detector.

In a future work, the performance of the proposed method will be analyzed in a more heteroge-

neous database. The performance is expected to be similar in a larger homogeneous database.

However, an heterogeneous database should pose an additional challenge to the proposed tech-

nique. Since the main objective of this chapter was formulating intelligent watermarking of an

homogeneous stream of images, only one type of attack was employed in the objective func-

tion (cropping of 1%). This attack was chosen because it was observed in proof of concept

experiments that merely cropping 1% of image surface resulted in severe loss for the robust

watermark when default embedding parameters found in the literature were employed. Adding

other attacks should make the problem more heterogeneous and will be addressed in a future

work. Having different types of attacks for different images in the database should also make

the problem more heterogeneous and thus, more challenging. The use of machine learning

in order to create a probe based on properties of the fitness landscape will also be addressed.

Comparison with other DPSO approaches was not considered in this chapter because only one

technique based on avoiding optimization for similar, cyclic problems was found in the liter-

ature (Kapp et al., 2009) but this technique employs a change detection technique specific to

the scenario addressed in that paper (pattern recognition). There are other promising EC tech-

niques which could also be addressed in a future work like optimizing the heuristic parameters

of PSO (Parsopoulos and Vrahatis, 2002) and using Genetic Programming (GP) in order to
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develop a PSO algorithm tuned for a specific problem (Banks et al., 2008). Finally, this frame-

work should apply to different types of images and watermarking system since no property of

the given system is employed during optimization other than robustness and quality (which are

common to any watermarking system). The performance remains to be tested.

2.7 Discussion

In this chapter we demonstrate that the optimization of embedding parameters for homoge-

neous streams of document images can be formulated as a dynamic optimization problem.

More specifically, we observe that in such scenario, a stream of document images will corre-

spond to a stream of recurrent/cyclic problems.

We proposed a memory-based DPSO technique that allows decreasing the computational bur-

den for such case by replacing costly re-optimization operations with recalls to a memory of

ready-to-use solutions. We also proposed a technique that allows measuring the severity of

changes in such problem stream (change detection).

It is important to recall that the main objective of this research is to find means of decreasing

the computational cost of intelligent watermarking for streams of document images and a key

element in tackling this issue is preserving a precise and compact representation of previously

seen optimization problems in a memory. One of the limitation of storing static solutions

in the memory is that these solutions tend to be biased to the problems for which they were

obtained. Put differently, a memory of static solutions does not generalize well. This becomes

an important issue when we are trying to deal with heterogeneous streams of document images.

In such case, a biased memory will be too sensible to variations in the stream, leading to more

unnecessary re-optimizations.

In the next chapter we investigate the use of Gaussian Mixture Models (GMMs) in order to

devise a memory that generalizes better to variations in the problem stream. We also propose

memory management mechanisms that allows this memory to adapt better to such variations.





CHAPTER 3

FAST INTELLIGENT WATERMARKING OF HETEROGENEOUS IMAGE
STREAMS THROUGH MIXTURE MODELING OF PSO POPULATIONS

In this chapter we propose a Dynamic Particle Swarm Optimization (DPSO) technique which

relies on a memory of Gaussian mixture models (GMMs) of solutions in the optimization

space. This technique improves adaptability of the technique proposed in Chapter II for sce-

narios involving heterogeneous streams of document images. A compact density representation

of previously-found DPSO solutions is created through GMM in the optimization space, and

stored in memory. Solutions are re-sampled from this memory, re-evaluated for new images

and have their distribution of fitness values compared with that stored in the memory. When the

distributions are similar, memory solutions are employed in a straightforward manner, avoid-

ing costly re-optimization operations. A specialized memory management mechanism allows

to maintain and adapt GMM distributions over time, as the image stream changes. This mem-

ory of GMMs allows an accurate representation of the topology of a stream of optimization

problems. Consequently, new cases of optimization can be matched against previous cases

more precisely (when compared with a memory of static solutions), leading to considerable

decrease in computational burden. Simulation results on heterogeneous streams of images in-

dicate that compared to full re-optimization for each document image, the proposed approach

allows to decrease the computational requirement linked to EC by up to 97.7% with little

impact on the accuracy for detecting watermarks. Comparable results were obtained for ho-

mogeneous streams of document images. The content of this chapter was published at the

Genetic and Evolutionary Computation Conference (GECCO) 2012 (Vellasques et al., 2012b)

and accepted for publication in Applied Soft Computing (Vellasques et al., 2012a).

3.1 Introduction

Enforcing the security of digital images has become a critical issue over the last decade. Ad-

vances in communications and computing allow easy transmission and manipulation of digital

images which limits the efficiency of traditional security methods like cryptography since when
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the image has been decrypted there is no mean of enforcing its integrity and authenticity. Digi-

tal watermarking (Cox et al., 2002) allows an additional level of security by embedding image

related information in a covert manner through a manipulation of pixel values. The embedding

process is subject to a trade-off between the robustness against intentional and unintentional

image processing operations (attacks) and the imperceptibility of the embedded watermark

(image quality) (Cox et al., 1996). The embedding of multiple watermarks with different lev-

els of robustness (Wu and Liu, 2004) allows enforcing image authenticity and integrity at the

same time, which is a crucial issue in applications involving document images.

The trade-off between robustness and quality can be adjusted through manipulation of em-

bedding parameters. In intelligent watermarking (IW), Evolutionary Computing (EC) algo-

rithms such as Genetic Algorithms (GA) (Holland, 1992), Particle Swarm Optimization (PSO)

(Kennedy and Eberhart, 1995) are employed in order to automatically find the embedding pa-

rameters that result in an optimal trade-off for a given image (Vellasques et al., 2010a). A

population of candidate embedding parameters is evolved through time using a combination of

robustness and quality metrics as objective function (Areef et al., 2005; Arsalan et al., 2010,

2012; Chen and Lin, 2007; Ji et al., 2006; Khan and Mirza, 2007; Khan et al., 2008; Kumsawat

et al., 2005; Shieh et al., 2004; Shih and Wu, 2004; Pan et al., 2004; Usman and Khan, 2010;

Wei et al., 2006; Wu and Shih, 2006). But this process is not feasible in a large scale scenario

due to the high computational cost of EC (Chen and Lin, 2007).

In (Vellasques et al., 2010b, 2011), the IW of homogeneous streams of bi-tonal document

images was formulated as a special case of dynamic optimization problem (DOP1), where a

stream of images corresponds to a stream of optimization problems (states) and some states

may occur repeatedly (Yang and Yao, 2008). Then, selected solutions found at the end of opti-

mization were stored in an archive and recalled for similar problems. One limitation with such

approach is that it assumes an homogeneous stream of document images, which is not always

the case with real world applications. Selected solutions do provide an accurate representa-

tion of such stream of optimization problems, which makes it unfit for applications involving

heterogeneous streams of document images.

1In a DOP the optima change over time and might be followed by a period of stasis (Farina et al., 2004).
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In this chapter, a novel IW technique is proposed for the fast intelligent watermarking of het-

erogeneous streams of document images. A memory consisting of Gaussian Mixture Models

(GMMs) of all solutions in the optimization space (optimization history) plus their respec-

tive global bests is incrementally built, and for every image, solutions are sampled from this

memory and re-evaluated for the new image. If both distributions of fitness values are similar,

memory solutions are employed directly. Otherwise, the respective optimization problem is

considered to be novel and a costlier DPSO operation is performed. After that, the memory is

updated with the GMM of the optimization history of the new problem. Such approach results

in a more precise representation of the topology of the stream of optimization problems. For

this reason, it allows better recalling previously seen problems and is preferred in a scenario

involving heterogeneous streams of document images. The research problem addressed in this

chapter is how to use knowledge of past optimization problems in order to obtain a precise

representation of a stream of optimization problems. The hypothesis on which this approach

is based is that through time, density estimates of solutions found during optimization provide

a compact but yet precise representation of the optimization problems presented to the intelli-

gent watermarking system up to that point. The two main research questions addressed in this

chapter are (1) how to build a compact representation of a stream of optimization problems in

an incremental manner and (2) how to employ such representation in order to detect new cases

of optimization.

The idea of using density estimates of solutions in the optimization space is not new. Estima-

tion of Density Algorithms (EDA) (Pelikan et al., 2002) rely on iteratively estimating density

of genotypic data of high evaluating solutions. Differently than in EDA, our approach relies

on both, genotypic and phenotypic data of all solutions from the optimization history in order

to build a more general representation of the optimization problem. Moreover, in our approach

the model is employed in order to match new problems with previously seen problems and

to provide ready-to-use solutions. The research presented in this chapter follows the research

presented in previous chapter. However, in the previous research we formulated IW of homo-

geneous streams of document images as the optimization of a stream of recurring problems and

proposed a DPSO technique based on a memory of static solution. It was observed that such
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memory lacked precision to tackle IW of heterogeneous streams of document images which

led to a degradation in computational burden of that approach in such scenario. In this chapter,

we focused on obtaining a precise representation of the underlying optimization problems in

order to allow a better match between new and previous cases of optimization. Memory preci-

sion is an important element in our initial formulation of intelligent watermarking and has been

neglected in previous chapter. Therefore, this strategy of incrementally building a compact yet

precise model of a stream of optimization problems is the main contribution of this research

and is to the best of our knowledge, novel.

The proposed approach is evaluated in the optimization of the embedding parameters of a

multi-level (robust/fragile) bi-tonal watermarking system (Wu and Liu, 2004; Muharemagic,

2004) for both heterogeneous and homogeneous image streams, with and without cropping

and salt & pepper (which are removal attacks (Voloshynovskiy et al., 2001)). The standard ap-

proach in the bi-tonal watermarking literature is to test watermark robustness against tampering

attacks like cropping, manual removal/modification of connected components like characters

(Awan et al., 2006; Ho et al., 2004b; Lu et al., 2002; Muharemagic, 2004; Pan et al., 2000;

Wu and Liu, 2004; Yang and Kot, Dec. 2006). Other removal attacks like Stirmark (Petitcolas

et al., 1998), image enhancement, JPEG compression, noise filtering either require grey-scale

images or knowledge about the features present in the bi-tonal image (Marchand-Maillet and

Sharaiha, 2000) and were not considered in our research. Resistance against geometric attacks

can be easily tackled with the use of reference marks (Wu and Liu, 2004) and is also outside

the scope of this chapter. Experimental results demonstrate that the proposed approach has a

good memorization capability but at the same time, is flexible enough to adapt to variations in

the stream of optimization problems.

Our optimization problem formulation of intelligent watermarking is presented in Section 3.2.

A brief literature review of related techniques is presented in Section 3.3. The new approach

proposed in this chapter, based on Gaussian Mixture Modeling for density estimation of solu-

tions in the optimization space, and on adaptive memory management mechanisms is described

in Section 3.4. Finally, Section 3.5 provides simulation results and discussion.
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3.2 Optimization problem formulation of intelligent watermarking

The problem addressed in this article is the optimization of embedding parameters of a bi-tonal

watermarking system, aimed at a high throughput adaptive watermarking of heterogeneous

streams of document images. In this formulation, a stream of images is seen as a stream of

optimization problems. Two possible actions can occur when an image from that stream is

to be watermarked: (1) an existing solution (set of embedding parameters) is recalled from

the memory; (2) optimization is triggered in order to find a new solution. If optimization is

triggered, a population (swarm) of candidate solutions (particles) is evolved through several

generations using Dynamic PSO (DPSO). At each generation, each solution has its fitness

evaluated in a given watermarking task. The fitness function of the proposed technique is

depicted in Figure 3.1.

Figure 3.1 Fitness evaluation module.

The PSO algorithm employed on full optimization is the same described in (Vellasques et al.,

2011). The fitness function was slightly modified. Firstly, the Conventional Weighted Aggre-

gation (CWA) mechanism was replaced by Chebyshev Weighted Aggregation which is more
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robust to anomalies in the trade-off between the various fitness functions in a multi-objective

optimization problem. In the Chebyshev approach, fitness values are aggregated according to

their distances from reference points, under which the values of these fitnesses are considered

good (Collette and Siarry, 2008). Secondly, the robustness of the fragile watermark was added

to the aggregated function in order to minimize interference of the robust watermark as ob-

served in (Vellasques et al., 2011). Thirdly, BCR−1 was replaced by 1−BCR. Therefore, the

fitness function will be defined as:

F (x) = maxi=1,..,3{(1−ω1)(αsDRDM−r1), (1−ω2)(1−BCRR−r2), (1−ω3)(1−BCRF−r3)}
(3.1)

where αs is the scaling factor of the quality measurement DRDM (Distance Reciprocal Dis-

tortion Measure (Lu et al., 2004)), BCRR (Bit Correct Ratio (Areef et al., 2005; Pan et al.,

2004) between embedded and detected watermark) is the robustness measurement of the robust

watermark, BCRF is the robustness measurement of the fragile watermark, ωi is the weight of

the ith objective with ωi =
1
3
, ∀i, ri is the reference point of objective i. The fitness function

is depicted in Figure 3.1 where Co is the cover image, mR and mF are the robust and frag-

ile watermarks, respectively, Cr is the robust watermarked image, Crf is the image that has

been watermarked with both, the robust and the fragile watermarks (multi-level watermarked

image), Crf′ is the multi-level watermarked/attacked image, mRAD is the robust watermark

that has been detected from the multi-level watermarked/attacked image, mFD is the fragile

watermark that has been detected from the multi-level watermarked image.

The bi-tonal method of Wu and Liu (Wu and Liu, 2004) (relying on the pixel flippability anal-

ysis technique of Muharemagic (Muharemagic, 2004)) is employed as the baseline watermark-

ing method in exactly the same manner as in (Vellasques et al., 2011). This method allows the

embedding of multiple watermarks in a same image with different levels of robustness where

robustness is defined by a quantization step size parameter Q.

The particle encoding employed in this system can be seen in Table 3.1. Basically, the block

size has lower bound of 2 × 2 and upper bound of BB × BB with

BB = maxB{B2 × max{|mR|, |mF |} ≤ |Co|} pixels where B is the block width in pixels,
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|mR|, |mF | and |Co| is the size of the robust watermark, fragile watermark and cover images,

respectively. The remaining bounds, ΔQ, SNDM (Structural Neighborhood Distortion Mea-

sure (Muharemagic, 2004)) window size and number of shuffling seeds were defined based on

the literature (Muharemagic, 2004). Finally, xi,j is the jth parameter encoded in the ith particle.

Table 3.1 Range of embedding parameter values considered for PSO algorithm in this

chapter.

Embedding Parameter Particle Encoding
Block Size (B): {2, 3, 4, ..., BB} xi,1 : {1, 3, 4, ..., BB − 1}

Difference between Q for the robust (QR) xi,2 : {1, 2, .., 75}
and fragile (QF ) watermarks (ΔQ): {2, 4, 6, ..., 150}

SNDM window size (W ): {3, 5, 7, 9} xi,3 : {1, 2, 3, 4}
Shuffling seed index (S): {0, 1, 2, ..., 15} xi,4 : {0, 1, 2, ..., 15}

3.3 Related work

3.3.1 Dynamic particle swarm optimization (DPSO) of recurrent problems

Particle Swarm Optimization (PSO) (Kennedy and Eberhart, 1995) relies on heuristics found

on bird flocks and fish schooling in order to tackle the optimization of non-linear, noisy opti-

mization problems. The underlying principle is that a population (swarm) of candidate solu-

tions (particles) can tackle such type of optimization problem in a parallel manner with each

particle performing its search guided by the best position found by itself and its best neighbor.

The canonical PSO cannot tackle dynamic optimization when the optima changes due to issues

like outdated memory, lack of a change detection mechanism and diversity loss (Blackwell,

2007; Carlisle and Dozier, 2002). One possible strategy to tackle this problem is to restart

optimization whenever a change has been identified. However, the computational burden of

such approach is prohibitive, specially in practical applications. But numerous practical appli-

cations, including intelligent watermarking of stream of document images, involve recurrent

problems, that reappear through time, in a cyclical manner. It has been demonstrated in the

literature that the best strategy to tackle such time of problem is to keep a memory of previous

solutions to be recalled for future similar problems, in an approach named memory-based op-
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timization (Yang and Yao, 2008). It has also been demonstrated that depending on the level of

similarity between previous and new problems, it is possible to employ the solutions directly

in the new problem, without any need of re-optimization (Vellasques et al., 2011).

According to Yang and Yao (Yang and Yao, 2008), solutions can be stored in a memory either

by an implicit or an explicit memory mechanism. In an implicit memory mechanism, redundant

genotype representation (i.e. diploidy-based GA) is employed in order to preserve knowledge

about the environment for future similar problems. In an explicit mechanism, precise repre-

sentation of solutions is employed but an extra storage space is necessary to preserve these

solutions for future similar problems. There are three major concerns in memory-based opti-

mization systems that rely on an explicit mechanism: (1) what to store in the memory; (2) how

to organize and update the memory; (3) how to retrieve solutions from the memory. Regarding

what to store, there are two known approaches: direct memory scheme, where good solutions

are stored and reused when the environment changes; associative memory scheme, where what

is stored is information that associates good solutions with their environment (in most cases, a

density estimate of the parameter space). The memory organization, by its way, can be based

on a local mechanism (individual oriented) or on a global mechanism (population oriented).

Regarding the memory update, since most real world applications assume limited memory, the

basic approach is to select a solution stored in the memory to be removed (a review of removal

strategies can be found in (Branke, 1999)) or updated by the newest solution.

An external memory requires an appropriate memory retrieval mechanism. There are two

main memory retrieval strategies (Wang et al., 2007) – memory-based resetting and memory-

based immigrants. In the first strategy, when a change is detected (change detection is usu-

ally achieved by re-evaluating memory solutions on the new environment), all solutions in the

memory are re-evaluated and the best one is chosen as the new global best solution if it is better

than the old one. In the memory-based immigrants strategy, all the solutions in the memory are

re-evaluated and injected into the population.

The approach proposed in this chapter is based on an associative memory. Since it has been

already demonstrated in the literature that an associative memory allows associating previous
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solutions with corresponding new cases of optimization, we evolve this idea a little further and

employ the associative memory as a mean of modeling an stream of optimization problems.

That is, more than associating solutions with new cases of optimization, the proposed approach

allows classifying new cases of optimization based on previously learned problems.

3.3.2 Pattern classification

Pattern classification (Duda et al., 2000) deals with assigning category labels to new patterns

based on previously learned pattern/label assignments. Novelty detection (or one-class classi-

fication (Tax and Duin, 2004)) comprises the identification of patterns that were not available

during a training (learning) phase. The main objective of a novelty detection system is to detect

whether a new pattern is part of the data that the classifier was trained on or not (Markou and

Singh, 2003a). A novelty detection system can be either off-line (Japkowicz et al., 1995) (when

the model is created once and not updated at all) or on-line (Ma and Perkins, 2003) (when the

model is updated as new data arrives). In the proposed scenario, a cyclic DOP also requires

detecting if a new problem corresponds to a previous (training) problem. And as in novelty

detection, the complete representation of a problem is not available due to computational con-

straints. That is, a memory must provide means of storing and recalling optimization problem

concepts in an incremental manner rather than simply associating stored solutions with new

problems (as in the memory-based optimization approaches found in the literature).

Markou and Singh (Markou and Singh, 2003a) pointed the main issues related to novelty de-

tection. Five of these issues are crucial in the envisioned scenario. The first is the principle

of robustness and trade-off which means that the novelty detection approach must maximize

the exclusion of novel patterns while minimizing the exclusion of known patterns. The sec-

ond is the principle of parameter minimization which means that a novelty detection method

must minimize the number of user-set parameters (mainly when we consider that in the en-

visioned application the data modeling technique must be closely integrated with the DPSO

approach with minimal human intervention). The third is the principle of generalization which

implies that the system should be able to generalize without confusing generalized information

as novel. The fourth is the principle of adaptability which means that knowledge of novel sam-
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ples must be integrated into the model. The fifth is the principle of computational complexity,

which means that the computational complexity of a novelty detection should be as less as pos-

sible (also a very important issue in the given application, specially regarding detection, which

should not be more expensive than re-optimizing).

It can be said that in the proposed application, the fourth and fifth principles are closely related.

Retraining the model from scratch when novel optimization problem is detected would require

storing all patterns (optimization history) seen so far, resulting in an ever increasing memory

cost. Therefore, in the given scenario the model must be updated using only solutions from

the new problem which can be seen as an incremental learning strategy. As defined by Jain et

al (Jain et al., 2006), in incremental learning, the learner has access only to a limited number

of examples (patterns). In each step, an hypothesis can be built upon these examples and a

former hypothesis in a way that (1) none of the intermediate hypotheses a learner explicates

contradicts the data processed so far and (2) each intermediate hypothesis is maintained as long

as it is consistent with the data seen. Gennari et al (Gennari et al., 1989) studied the use of

incremental learning in building hierarchical models of concepts (concept formation). They

observed that initial non-representative data may lead a learning system astray. The use of

GMM in such case is very common (Wu et al., 2005; Yamanishi et al., 2000) specially because

it allows adaptability at a low computational cost when compared with other approaches such

as neural networks (Markou and Singh, 2003b).

From a memory-based optimization point of view, a new concept must (1) represent novelty

when compared with existing concepts; (2) provide a precise manner of probing the fitness

landscape. The basic memory unit in the proposed approach is a probe and it contains a

density estimate of solutions plus the global best solution, both created after the optimization

of a single image. When a new probe is created after a round of optimization, it should only

be inserted if there is no similar probe in the memory. Otherwise it should be merged with the

most similar probe in order to enforce (1). That is, a good memory management mechanism

should keep the dissimilarity between new probes and probes in the memory consistently high.

Put differently, inserts should occur when a new probe provides new information about the
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stream of optimization problems. Figure 3.2 illustrates the two possible scenarios concerning

a memory update.

(a) (b)

Figure 3.2 Two possible scenarios involving memory update (existing probe is

represented by solid circle while new probe is represented by dashed circle). (a) New

probe is not similar to existing probe (new concept). (b) New probe is similar to existing

probe (existing concept).

By enforcing (1), memory redundancy is expected to be mitigated since the insert of new

probes is constrained by a dissimilarity measure. In such case, memory elements are expected

to resemble more Figure 3.2a than Figure 3.2b. That is, the memory is expected to be more

diverse. This leads to a better usage of computational resources since the number of memory

elements (probes) necessary to represent a given concept is minimized. Moreover, since the

main objective of memory in the proposed system is to provide means of sampling the fitness

landscape of unseen optimization problems, this increase in memory diversity should lead to

an increased coverage of the sampled space (greater sampling diversity), enforcing (2). This

means that during the optimization of a stream of images, as images are fed into the system,

the amount of new information should decrease gradually as memorization takes place. Con-

sequently the number of re-optimizations should gradually decrease after this memorization

phase is complete. This allows for example, creating a memory on a laboratory environment

(training mode) and then deliver this memory in a production environment.
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3.4 Fast intelligent watermarking using Gaussian modeling of PSO populations

Figure 3.3 depicts a new memory-based IW system that integrates density estimation in order

to minimize memory size. Given an image Coi picked from a stream of |Co| images (see 1

in Figure 3.3), an attempt to recall the Short Term Memory (STM) – represented as MS and

comprising a mixture model of solutions ΘS obtained during the optimization of a single image

CoS and the global best solution for that image pg,S – is performed first (see 2 in Figure 3.3).

During a STM recall, a set of solutions (defined as XS,S) and their respective fitness values

are sampled from ΘS (including the global best, pg,S stored in the STM). It is important to note

that apart from pg,S , the position (XS,S) and fitness values (F (XS,S,CoS)) of sentry solutions

are an approximation of the positions and fitness values obtained during the optimization of

CoS . The sentry solutions are re-evaluated for Coi resulting in another set of fitness values

F (XS,S,Coi). The Kolmogorov-Smirnov (KS) statistical test (NIST/SEMATECH, 2010) is

employed in order to measure the similarity between the distribution of F (XS,S,CoS) and

F (XS,S,Coi). If KS(F (XS,S,CoS),F (XS,S,Coi)) is smaller than a critical value Dα for

a confidence level α, the watermarking parameters corresponding to the solution which resulted

in the smallest F (XS,S,Coi) are employed right away for Coi, avoiding a costly optimization

operation.

Otherwise (see 3 in Figure 3.3), the same process is repeated for each mixture model Θj and

global best pg,j in the Long Term Memory (LTM) – represented as M and comprising |M|
mixture models of solutions ({Θ1, ...,Θ|M|}) obtained during the optimization of several dif-

ferent images and their respective global best solutions ({pg,1, ...,pg,|M|}) – being the LTM

probes sorted in reverse order of their number of successful recalls.

If a LTM probe Mj results in a successful recall, the watermarking parameters corresponding

to the solution which resulted in the smallest fitness value in Coi are employed right away for

that image. If no probe in the LTM resulted in successful recall, the Dynamic PSO (DPSO)

technique described in (Vellasques et al., 2011) is employed in order to optimize the embed-

ding parameters for Coi (see 4 in Figure 3.3). A certain number of solutions re-sampled from

the STM plus its respective global best are injected into the swarm, providing a starting point
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for optimization. After that, in the memory update (see 5 in Figure 3.3), the optimization his-

tory (position and fitness of all solutions during all iterations) is employed in order to estimate

a mixture model (Θ) of the fitness landscape. This mixture model plus the global best solution

(pg) obtained during optimization will form a probe to be added to the STM replacing previ-

ous probe. This probe is also either merged or inserted into the LTM based on the similarity

between its mixture model and the mixture models of LTM probes. In the case of an insert, an

older probe might be deleted to give room for the new one if memory limit has been reached.

Figure 3.3 Flowchart diagram representing the proposed method for fast intelligent

watermarking of heterogeneous bi-tonal image streams using Gaussian mixture modeling

of PSO populations (anchor points are employed in order to guide the reader).

The first level of memory allows for a fast recall in situations where a block of similar images

(e. g. pages of a same document) appears. The second level allows for recall of solutions
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in situations where the fitness landscape associated with the image being watermarked is not

similar to that of the last optimized image but still is similar to that of an image that had been

processed before. Re-sampling of GMMs is expected to result in more diverse solutions which

can cover a more significant region of the fitness landscape than would be possible with static

solutions as the later tend to be concentrated in narrow regions of the fitness landscape (in the

surroundings of previous optima). The rest of this section describes how the memory manage-

ment approach addresses the three major concerns in memory-based optimization systems: (1)

what to store in the memory; (2) how to organize and update the memory; (3) how to retrieve

solutions from the memory. The memory update and retrieval algorithms are explained with

details later in this section.

3.4.1 What to store?

In the proposed approach, a model of an optimization problem (which provides a more com-

pact and precise representation than selected individual solutions) is estimated through unsu-

pervised learning techniques (Jain et al., 1999) based on the positions and fitness values of

solutions in the optimization space. Because of the stream of optimization problems formula-

tion of dynamic optimization, the distribution of these solutions is expected to be multi-modal.

In such case, a finite mixture model is a powerful tool for estimating the distribution of these

solutions. A mixture model consists of a linear combination of a limited (finite) number of

models

p(x|Θ) =
K∑
j=1

αjp(x|θj) (3.2)

where p(x|Θ) is the probability density function (pdf) of a continuous random vector x given

a mixture model Θ, K is the number of mixtures, αj and θj are the mixing weights and param-

eters of the jth model (with 0 < αj ≤ 1 and
∑K

j=1 αj = 1). The mixture model parameters

Θ = {(α1, θ1), ..., (αK , θK)} are estimated using observed training data. The common ap-

proach is to employ a Gaussian distribution to represent each element (θj = {μj,Σj}) where

μj is the mean vector and Σj is the covariance matrix. A mixture containing Gaussian ele-

ments is known as a Gaussian Mixture Model (GMM).

http://www.rapport-gratuit.com/
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The approach proposed in this chapter builds a mixture model comprising both, the parameter

and fitness space. Since it was observed that local best data results in density estimates that

are over-fit to a specific problem, the approach employs current particle position instead of

local best data. We propose employing particle positions and fitness values rather than local

best positions and fitness values in order to estimate the model as they provide a more general

model of a given optimization problem. Every time re-optimization is triggered, historical

particle position data (all generations of an optimization task) will be employed as a training

dataset. Since the problem itself is dynamic, during an update, the LTM needs to adapt to new

changes in the data but as well be capable of “forgetting” or pruning unnecessary information.

3.4.2 How to organize and update?

In the proposed memory scheme there are two levels of update – STM and LTM. After re-

optimization, position and fitness data of all particles for all iterations is employed in order

to estimate a mixture model Θ (Eq. 3.2) of the fitness landscape. This model plus the global

best will comprise a new probe to be added to the STM and LTM. The standard approach in

the literature to estimate mixture parameters is to employ Expectation-Maximization (EM). In

EM, Θ is estimated by gradually applying the E-step followed by the M-step until convergence

is met. Convergence is attained when the log likelihood has stabilized over some dataset. A

limitation regarding the use of standard EM in practical applications is the initialization of

mixture components (Figueiredo and Jain, 2000). The main problem is that EM is unable to

move components across low likelihood regions. EM is also unable to escape from situations

where two or more components are similar, sharing the same data points. Another limitation

is defining the appropriate number of components in a mixture. Usually when there are much

more components than the necessary and the covariance matrices are unconstrained, some of

the αj’s may approach zero and the corresponding covariance matrix may become arbitrarily

close to singular.

Figueiredo and Jain (Figueiredo and Jain, 2000) initialize the mixture with a large number of

components, where each component is centered at a randomly picked data point. As the pa-

rameters are updated (1) components lacking enough data points to estimate their covariance
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matrices have their corresponding α’s set to zero (component annihilation); (2) the number of

components is gradually decreased until a lower boundary is achieved and then, the number that

resulted in the best performance is chosen. They also proposed the following (log-likelihood)

convergence criterion based on the Minimum Message Length (MML) which avoids local min-

ima when two or more components are similar:

L(Θ,x) =
N

2

∑
αj>0

log(
nαj

12
) +

knz
2

log
n

12

+
knz(N + 1)

2
− logp(x|Θ) (3.3)

where knz is the number of components with αj > 0, n is the number of data points and N is

the number of parameters (variables) in a given mixture (which is a function of d, the number

of dimensions of X):

N = d+ d(d+ 1)/2 (3.4)

Then, the E-step and M-step are applied iteratively. In the E-step, the posterior probability is

computed (Blekas and Lagaris, 2007):

w
(t)
ij =

αjp(xi|θj)∑K
k=1 αkp(xi|θk)

(3.5)

In the M-step the model parameters are updated. The following α update annihilates compo-

nents lacking enough data points:

α
(t+1)
j =

max{0, (∑n
i=1 wi,j)− N

2
}∑K

k=1 max{0, (∑n
i=1 wi,k)− N

2
} (3.6)
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The remaining mixture parameters are updated as:

μ
(t+1)
j =

∑n
i=1 w

(t)
i,jxi

w
(t)
i,j

(3.7)

Σ
(t+1)
j =

∑n
i=1 w

(t)
i,j (xi − μ

(t+1)
j )(xi − μ

(t+1)
j )T

w
(t)
i,j

(3.8)

where d is the number of dimensions of x.

3.4.2.1 Memory management operators – insert, merge and delete

In the given scenario, a memory update mechanism must address two fundamental issues of

memory management. The first is what to do when a new probe is created. More specifically in

which conditions should a new probe be merged with an existing probe and in which conditions

should it be plainly inserted? The second is, in such situation, what to do when the memory is

full? Should the new probe be merged with an existing probe even though they are not similar?

Should an existing probe be deleted to make room for the new probe?

In order to mitigate these issues, we propose a selective memory update mechanism. In this

mechanism, when the memory is due to be updated with a new probe, the C2 distance metric

(Sfikas et al., 2005) (which provides a good trade-off between computational burden and pre-

cision) will determine if the new probe will be either added to the LTM (insert operation) or

merged with an existing probe. The distance between two mixtures Θ and Θ′ (or C2(Θ,Θ′))

is defined as:

Φi,j = (Σ−1
i +Σ

′−1
j )−1 (3.9)

ηi,j = μT
i Σ

−1
i (μi − μ′

j) + μT
j Σ

′−1
j (μ′

j − μ′
i) (3.10)

C2(Θ,Θ′) = −log

⎡
⎢⎣ 2

∑
i,j αiα

′
j

√ |Φi,j |
eηi,j |Σi||Σ′

j |∑
i,j αiαj

√
|Φi,j |

eηi,j |Σi||Σj | +
∑

i,j α
′
iα

′
j

√ |Φi,j |
eηi,j |Σ′

i||Σ′
j |

⎤
⎥⎦ (3.11)



106

If the distance is smaller than a given threshold, the new probe is merged with the closest probe

in LTM. Otherwise an insert operation is performed. In such case, whenever the memory is

full the probe with smallest number of successful recalls is deleted in order to give room for

the new probe. Instead of using a fixed threshold we propose using an adaptive threshold,

computed based on the minimum distance between new probes and probes on the LTM for the

T previous updates (μt
δ). An insert occurs if C2− μt

δ is greater than the standard deviation for

the same time-frame (σt
δ). Otherwise a merge operation is performed.

In what regards merging two mixtures, the basic approach consists of considering both mixtures

as one (p(x|Θ)∪p(x|Θ′)) and then merge their components iteratively. A survey of techniques

to merge components in a mixture of Gaussians can be found in (Hennig, 2010). Basically

there are two main families of techniques: modality-based and those based on misclassification

probability. In modality-based clustering, the components are assumed to be unimodal and then

merging is performed until all mixture components are unimodal but any further merging would

result in a component that is no longer unimodal. In misclassification probability approach, the

notion of a cluster is not based on gaps between the densities but on how well two components

(despite not being clearly separated) classify a sample generated from one of them. Split of

mixture components (Blekas and Lagaris, 2007; Ueda et al., 2000) can also be employed in

order to avoid situations where a single component is fit over multi-modal data. However, it

has been demonstrated in (Hennig, 2010) that a series of distance-based merge operations is

already enough in tackling multi-modality of mixture components.

We propose the use of Hennig (Hennig, 2010) technique which is based on misclassification

probability and resorts to the use of a Bhattacharyya distance. Differently than other techniques

based on misclassification probability, Hennig’s approach does not require the use of historical

data. The Bhattacharyya distance is defined as:

Σ̄ =
1

2
(Σ1 +Σ2) (3.12)

dB(Θ1,Θ2) = (μ1 − μ2)
T Σ̄−1(μ1 − μ2) +

1

2
log

(
|1
2
(Σ1 +Σ2)|√|Σ1||Σ2|

)
(3.13)
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This method works as follows. Given a tuning constant d∗ < 1, compute the Bhattacharyya

distance between all pairs of components (dB). If e−dB < d∗ for all components stop merg-

ing and let the mixture as is. Otherwise, merge the two components with maximum dis-

tance and repeat the whole process. The merged component parameters {αM ,μM ,ΣM} =

{α1,μ1,Σ1}+ {α2,μ2,Σ2} are defined as (Ueda et al., 2000; Blekas and Lagaris, 2007):

αM = α1 + α2 (3.14)

μM =
α1μ1 + α2μ2

α1 + α2

(3.15)

ΣM =
α1Σ1 + α2Σ2

α1 + α2

(3.16)

We propose merging the two components with minimum distance instead as it should result in

smaller (more incremental) variations in the mixture components.

After the merge, if the number of mixture components is still higher than a given limit, un-

merged components from the older mixture are deleted (purge). We propose the following

purge approach: (1) compute Bhattacharyya distance between new/merged and old unmerged

components; (2) delete the old unmerged component with the highest distance; (3) go to 1 until

memory limit has been achieved.

The memory update mechanism is summarized in Algorithm 4. After optimization is over,

the parameters of the new mixture (ΘN ) are estimated using position and fitness values of

all particles found during the whole optimization process (step 1). This mixture along with

the global best solution (pg) form a probe, to be added to the STM, replacing previous STM

probe (step 2). After that, if the length of δ (which contains the last n minimum C2 distances

between new probes and probes in the LTM) is smaller than T (step 3), its mean and standard

deviation (μt
δ and σt

δ) are set to user defined values (μ0
δ and σ0

δ, steps 4 and 5). Otherwise, they

are computed based on δ (steps 7 and 8). Then, the minimum C2 distance between new probe

and probes in the LTM is added to δ (steps 10 and 11). If the difference between the minimum

C2 distance and μt
δ is greater than σt

δ (step 12), the new probe is added to the LTM, noticing

that the LTM probe with smallest number of recalls must be deleted if memory limit has been
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reached (steps 13 to 16). Otherwise the new probe is merged with the most similar probe in

the LTM and mixture elements are purged if mixture size limit has been reached (steps 18 and

19). Finally, if the limit of vector δ has been reached, its first (oldest) element is deleted (steps

21 to 23).

3.4.3 How to retrieve solutions?

In the proposed memory retrieval technique, an attempt to recall the STM is first made. If

it succeeds, the best solution is employed immediately as the embedding parameter for that

image. Otherwise, recall of probes in the LTM is attempted. If no probe can be successfully

recalled, STM provides solutions to be injected into the swarm for a new round of optimization.

Since the proposed technique relies on the use of a GMM of particle positions (rather than

selected particles as in the case-based technique (Vellasques et al., 2011)), recall requires sam-

pling solutions from the GMM. Sampling Ns solutions from a mixture of Gaussians can be

attained through a linear combination between a random vector and the eigen-decomposition

of the covariance matrix, centered at the mean vector:

Xs = μj +Λ
1
2
j UjRs (3.17)

where Xs is a sampled solution, s is the index of a solution sampled for the component j in

the mixture (�(Nsαj) + 0.5� solutions are sampled per component), Λj and Uj are the eigen-

decomposition of Σj (Σj = UjΛjU
−1
j ) and Rs is a vector with the same length as μj whose

elements are sampled from a normal distribution N(0, I), being I the identity matrix.

The memory retrieval mechanism will basically bind the whole system together and is depicted

in Algorithm 5. The best recalled solution Xo is initialized with null (step 1). After that, a

given number of solutions are sampled from the STM mixture and best solution (steps 2 and

3). The fitness values of these sampled solutions are re-evaluated for the new image and if the

KS statistic between these values and the sampled fitness values is smaller than a critical value

(step 4), the best recalled solution is set with the solution that resulted in the smallest fitness

value for the new image (step 5). Otherwise, the LTM probes are sorted in reverse order of their



109

Algorithm 4 Memory update mechanism.

Inputs:
kmax – maximum number of components with αj > 0.

MS – Short Term Memory.

M = {M1, ...,M|M|} – Long Term Memory.

D – optimization history (set of all particle positions and fitness values for new image).

LM – maximum number of probes in LTM.

δ – last T minimum C2 distances between a new probe and probes in the LTM.

|δ| – number of elements in δ.

T – maximum size of δ.

μ0
δ, σ0

δ – initial mean and standard deviation of δ.

Output:
Updated memory.

1: Estimate ΘN using D (Figueiredo and Jain, 2000).

2: Add ΘN and pg to MS .

3: if |δ| < T then
4: μt

δ ← μ0
δ

5: σt
δ ← σ0

δ

6: else
7: μt

δ ← 1
|δ|

∑|δ|
i=1 δi

8: σt
δ ←

√∑n
i=1(δi−μt

δ)
2

|δ|
9: end if

10: i∗ ← argmini{C2(ΘN ,Θi)}, ∀Θi ∈ M

11: δ ← δ ∪ C2(ΘN ,Θi∗)
12: if C2(ΘN ,Θi∗)− μt

δ > σt
δ then

13: if |M| = LM then
14: Remove LTM probe with smallest number of successful recalls.

15: end if
16: Add ΘN and pg to M
17: else
18: Merge(Θi∗ ,ΘN) (section 3.4.2.1)

19: Purge merged mixture in case number of elements exceed kmax.

20: end if
21: if |δ| > T then
22: Remove δ1.
23: end if

success counter (step 7) and the same process (re-sampling, followed by re-evaluation and KS

test) is repeated for each probe in the LTM (steps 8 to 16). It is important to observe that in the

event of a successful LTM recall, the success counter of that LTM probe is incremented (step
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12) and the best recalled solution is set with the recalled solution that resulted in the smallest

fitness for the new image (step 13). If the best recalled solution is null (step 18), the top STM

re-sampled solutions are injected into the swarm and re-optimization is triggered (step 19).

Otherwise, the embedding parameters encoded by the best recalled solution are employed in

the watermarking of the new image (step 21).

Algorithm 5 Memory retrieval mechanism.

Inputs:
Co – cover image.

MS – Short Term Memory.

M = {M1, ...,M|M|} – Long Term Memory.

Ni – amount of injected solutions (%).

Dα – critical value for KS-test.

Output:
Watermarked image (based on parameters encoded by optimal solution Xo).

1: Xo ←
2: XS,S ← Sample(Ns,MS)
3: XS,S ← XS ∪ pg,S

4: if KS(F (XS,S,CoS),F (XS,S,Co)) ≤ Dα then
5: Set Xo with solution which resulted in smallest F (XS,S,Co).
6: else
7: Sort M by Count (in reverse order).

8: for i ∈ [1, |M|] do
9: XS,i ← Sample(Ns,Mi)

10: XS,i ← XS,i ∪ pg,i

11: if KS(F (XS,i,Coi),F (XS,i,Co)) ≤ Dα then
12: Counti ← Counti + 1
13: Set Xo with solution which resulted in smallest F (XS,i,Co).
14: Exit for.

15: end if
16: end for
17: end if
18: if Xo = then
19: Inject the Ni best solutions in XS,S into the swarm (replacing its Ni worst solutions),

re-optimize and update memory (Algorithm 4).

20: else
21: Use Xo as optimal embedding parameter.

22: end if
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The proposed memory management scheme (insert/update) is illustrated using five different bi-

modal sets of 2D Gaussian points. For simplicity, all sets of points have the same covariance

matrix and only their mean vectors vary. Each bi-modal set of points will simulate the behavior

of particles positions during the optimization of a 2D problem. In this example the memory

size is limited to three probes. Figure 3.4a shows the five bi-modal sets of points. From t = 0 to

t = 2, memory update consists of insert operations (Figure 3.4b). Memory limit is reached at

t = 3 leading to an insert followed by a delete (Figure 3.4c). At t = 4, one of the components

appears close to a previously seen component and both components are merged (Figure 3.4d).

It is worth noticing that in all cases, the knowledge about a new scenario is acquired without

completely “forgetting” previous knowledge.
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Figure 3.4 Illustration of memory update technique. (a) Bi-modal Gaussian points. (b)

Three probes added between t = 0 and t = 2. (c) New probe at t = 3 is inserted while

that of t = 0 is deleted. (d) Merging of probe obtained at t = 4 with that of t = 1. One of

the components of the new probe was overlapped with another one of the old probe and

both were merged.
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3.5 Simulation results

3.5.1 Experimental protocol

3.5.1.1 Databases

The two watermarks to be employed in all experiments for all databases are same defined in

(Vellasques et al., 2011), namely, the 26× 36 BancTec logo (Figure 3.5a) as robust watermark

and the 36× 26 Université du Québec logo (Figure 3.5b) as fragile watermark.

(a) (b)

Figure 3.5 Bi-tonal logos used as watermarks. (a) 26× 36 BancTec logo. (b) 36× 26
Université du Québec logo.

Since the main objective of the proposed method is to tackle high throughput adaptive water-

marking in heterogeneous streams of document images, the database of document images of

the University of Oulu’s MediaTeam (Sauvola and Kauniskangas, 1999) (OULU-1999) is em-

ployed in order to validate the performance of the proposed technique in such task (scenario A).

This database is considerably heterogeneous, scanned at 300 dpi with 24-bit color encoding.

Since this database is not bi-tonal, it was binarized using the same protocol as in (Vellasques

et al., 2011). However, it was observed that some of the images contained very large uniform

regions (with only white pixels). These images lack the capacity necessary to embed the water-

marks described above. Thus, a reject rule was applied: all images with less than 1872 flippable

pixels were discarded (pixels with SNDM equal to 0). This is the minimum number of flippable

pixels in order to embed the 936-bit robust watermark presented above with a quantization step

size (Q = 4) which is the minimum level of robustness necessary for multi-level embedding.

With this rule, 15 of the 512 images from the OULU-1999 database were excluded. The sec-

ond objective of the proposed method is to allow learning the different categories of problems
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found throughout the stream of optimization problems. To validate this, two separate sets of

images – training and testing – are required. For this reason, the OULU-1999 database was

split in two subsets. The training (memorization) subset contains 100 images chosen randomly

from OULU-1999 and is named OULU-1999-TRAIN. The remaining 397 images compose

the testing (generalization) subset which is named OULU-1999-TEST. Since the images on

this database are from 19 different categories (Table 3.2), there is a lot of variation in the size

and number of flippable pixels among these images.

Although the proposed technique was devised to tackle intelligent watermarking of hetero-

geneous image streams, in a real life scenario it needs to adapt to watermarking of homoge-

neous image streams as well. To validate this, the proposed technique will be also evaluated in

two different (training and testing) homogeneous image streams, namely TITI-61 and CVIU-

113-3-4 (Vellasques et al., 2011) (scenario B). Finally, the performance on an unconstrained

(homogeneous/heterogeneous) stream (scenario C) will be validated. For this purpose, the

OULU-1999-TEST and CVIU-113-3-4 streams were concatenated and the images were shuf-

fled in order to create a larger stream named SHUFFLE, to assess how does the proposed

approach scales as the length of the stream grows. A larger learning stream was also created

by concatenating TITI-61 and OULU-1999-TRAIN streams.

3.5.1.2 Methodology

The memory management mechanism should mitigate redundancy in the LTM. Therefore, a

sensitivity analysis will be conducted in a first moment in order to find out how do the distance

between probes and sampled particles diversity relate. The current method will be applied

to the OULU-1999-TRAIN database but forcing re-optimization for each image and without

using any memory management technique. The purpose of this experiment is to build a large

memory (containing 100 probes) and then assess the distance between these probes in order to

set an initial distance threshold for the proposed technique. As each probe is inserted in the

LTM, the C2 distance (Sfikas et al., 2005) between this probe and the probes already in the

memory will be computed. Then 2000 solutions will be sampled uniformly from all probes

and the normalized mean of the pairwise distance among individuals in the population DN
PW
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(Corriveau et al., 2012) will be computed for the sampled solutions:

DN
PW =

2
|X|(|X|−1)

∑|X|
i=2

∑i−1
j=1

√∑d
k=1(xi,k − xj,k)2

NMDF
(3.18)

where |X| is the population size, xi,k is the kth parameter encoded by the ith individual, d is the

landscape dimensionality and NMDF is the normalization (factor) with maximum diversity

so far. This metric reflects quite well the population diversity.

Considering the number of probes in LTM is |M|, this involves sampling 2000/|M| from each

probe. A plot of the minimum distance between the new probe and the probes already in the

memory (minC2) versus the diversity of the sampled population should show how does limiting

the number of insert operations based on a distance threshold impacts sampling diversity.

We propose a novel metric based on the same principle of DN
PW but tailored to measure the

diversity of the LTM, namely the normalized pairwise distance between probes:

DN
PWM =

2
|M|(|M|−1)

∑|M|
i=2

∑i−1
j=1 C2(Θi,Θj)

NMDFC2

(3.19)

where NMDFC2 is the the normalization (factor) with maximum diversity so far (applied to

the C2 metric). This metric will show the amount of inter-probe diversity while DN
PW will

show the amount of intra-probe diversity.

The proposed management strategy should allow the memory to quickly adapt to an abrupt

change in the stream of optimization problems. First we have to define what an abrupt change

is. In this specific scenario an abrupt change is a change in the stream of optimization prob-

lems that requires re-optimization to be triggered. Since defining when re-optimization should

be triggered is subjective, we propose the use of Kullback-Leibler (KL) (Pérez-Cruz, 2008)

divergence measure between the cumulative sets of particles of two consequent optimization

problems in order to precisely verify this variation. The KL divergence is a measure of infor-

mation gain between two distributions. A cumulative set of particles at instant t (or XC,t) is the

set of all particles seen in all generations of all problem instances up to t. The KL divergence
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between cumulative sets of particles at instants t and t−1 is defined as Dk(XC,t−1||XC,t). The

method proposed in (Pérez-Cruz, 2008) is non-parametric and depends on a k-nearest neigh-

borhood estimate (that is, depends on a neighborhood size parameter). This parameter was set

to 10 in our experiments as seen in (Pérez-Cruz, 2008).

The number of previous updates T employed to compute the adaptive threshold will be set to

10. The mean and standard deviation of the minimum distance obtained in the memory fill

up experiments with no attack (which are 361.7 and 172.3, respectively) will be employed as

an initial minimum distance threshold in the memory update. These values were obtained by

simply measuring the minimum C2 distance during inserts for the memory fill up experiments

(which resulted in 99 C2 values) and then, computing their mean and standard deviation.

In order to measure the impact in the computational cost we will analyze how does the number

of fitness evaluations behave in different scenarios. One of the metrics that will be employed

to this end is the average number of fitness evaluations per image (AFPI). A second metric to

be employed is the cumulative number of fitness evaluations (FEvals) which is the total number

of fitness evaluations required to optimize the whole image stream. A third is the decrease in

the number of fitness evaluations (DFE), computed as:

DFE = 1− FEvals,M

FEvals,F

(3.20)

where FEvals,M is the cumulative number of fitness evaluations for the memory based approach

and FEvals,F is the cumulative number of fitness evaluations for full optimization. For each

experiment, the mean and standard variation of AFPI, the FEvals and the DFE is presented.

The reference points for the Chebyshev Weighted Aggregation were set to r1 = r2 = r3 = 0.01

based on sensitivity analysis using the OULU-1999-TRAIN dataset. The scaling factor of the

DRDM (αr) was set to 0.53 based on the largest DRDM value found for all fitness evaluations

during the full optimization of all images of the OULU-1999-TRAIN dataset. These parame-

ters have been used in the test streams to validate their generalization performance.
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The confidence level (α) of the KS statistic will be set to 0.95, which corresponds to a coeffi-

cient cα = 1.36 and a critical value (Dα) of 0.43 in order to allow a comparison with the results

reported in (Vellasques et al., 2011). The LTM size is limited to 20 probes. All the simulations

were performed first with no attack and then with cropping of 1%.

DPSO parameters are set as in (Vellasques et al., 2011). Constants c1 and c2 are set to 2.05

while χ is set to 0.7298. Population size is set to 20 particles and optimization halts if the

global best has not improved for 20 iterations. The neighborhood size of the L-Best topology

is set to 3.

3.5.2 Overview

In terms of computational burden, the GMM-based approach outperformed the case-based

approach for the heterogeneous streams and underperformed for some of the homogeneous

streams (Table 3.3).

However, the watermarking performance of the GMM-based approach is equivalent to that of

the case-based approach for the heterogeneous streams but at a smaller computational burden

(Table 3.4). Moreover, there was a significant improvement in watermarking performance for

the homogeneous streams (mainly due to the modified fitness function). It is important to

observe that mainly for the cropping 1%, the worsening in computational cost is largely offset

by the improvement in watermarking performance.

Figure 3.6 summarizes the computational and memory burden results.

3.5.3 Scenario A – optimization of heterogeneous streams of bi-tonal images using memory-
based DPSO versus full PSO

3.5.3.1 LTM fill up

In the first experiment, performed on the OULU-1999-TRAIN stream, the memory limit was

removed and re-optimization was forced on each image transition. This led to the creation

of 100 probes. Figure 3.7 shows the normalized pairwise distance between probes (DN
PWM )
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(a) (b)

(c) (d)

(e) (f)

Figure 3.6 Comparison of computational and memory burden for the different

approaches. (a) Number of fitness evaluations, no attack. (b) Number of fitness

evaluations, cropping 1%. (c) Number of re-optimizations, no attack. (d) Number of

re-optimizations, cropping 1%. (d) Number of probes, no attack. (e) Number of probes,

cropping 1%.

for both, no attack and cropping 1%. It is possible to observe that in both cases, inter-probe

diversity decreases steeply until image 11 for the cropping 1% case and image 12 for the no
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attack case. After that, for the no attack case it rebounds sharply until image 20 and then

becomes stable. For the cropping 1% it rebounds softly and becomes stable.
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Figure 3.7 LTM diversity (OULU-1999-TRAIN).

It is interesting to observe that the sampling diversity has a similar behavior (Figure 3.8). If a

probe brings new knowledge to the LTM, the sampling diversity should increase. However, it

follows a downward trend as new probes are added indiscriminately which means that in most

cases, the new probes do not imply in new knowledge about the fitness landscape (the sampled

solutions are just probing already probed areas).
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Figure 3.8 Diversity of 2000 solutions sampled uniformly for all probes (DN
PW )

including moving average with window size 10 (mov_avg(DN
PW )) for

OULU-1999-TRAIN stream. (a) No attack. (b) Cropping 1%.

In Figure 3.9 it is possible to observe that the minimum distance between new probes and

probes already in the memory behaves in a similar manner. Although the minimum distance
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itself is less stable than the LTM diversity, its moving average (mov_avg(minC2)) follows a

steep downward trend for the first 11-12 images and then becomes stable. It is worth notic-

ing that a steep variation in the minimum distance is associated with a steep change in the

LTM diversity. For example, for the no attack case, the DN
PWM decreases steeply between

images 1 and 12 and then increases gradually until image 20. Nearly at the same time-frame,

mov_avg(minC2) follows a similar trend. It is slightly slower because of the window size

chosen. A smaller window size would give less importance to the minC2 of previous probes

and make it follow more rapidly the trend of DN
PWM . The same phenomenon can be observed

for the cropping 1% case.
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Figure 3.9 Minimum C2 distances between new probes and probes already in the

memory (minC2) for OULU-1999-TRAIN stream. Moving average of minC2 with

window size 10 (mov_avg(minC2)) is also depicted.

(a) No attack. (b) Cropping 1%.

The Kullback-Leibler (KL) divergence (Pérez-Cruz, 2008) between the cumulative sets of par-

ticles at instants t and t− 1 (Figure 3.10) behaves similarly. It is possible to see here that from

an information theoretical standpoint, the particles of a given optimization problem provide

new information about the stream of optimization problems until around image 30 (for both

no attack and cropping 1%). After that, except for small disturbances like for image 60 in the

no attack case, swarm solutions do not bring new knowledge about the stream of optimization

problems. Most importantly, the KL divergence follows a trend similar to that of the moving

average of the minimum C2 distances seen in Figure 3.9. Therefore, the proposed strategy
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of only performing an insert operation if distance between the new probe and probes already

in the memory is above a certain threshold should maximize the amount of new information

brought by each new probe.
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Figure 3.10 Kullback-Leibler divergence between cumulative sets of particles at at

instants t and t− 1. (a) No attack. (b) Cropping 1%.

3.5.3.2 Adaptive memory management

The GMM-based technique resulted in less re-optimizations when compared with the case-

based approach for all experiments involving heterogeneous image streams which consequently

led to a bigger decrease in the number of fitness evaluations when compared to full optimiza-

tion. It is also important to mention that the use of a training sequence resulted in a further

decrease in computational burden for the OULU-1999-TEST stream in both cases (with and

without attack). Despite the decrease in computational burden, the watermarking performance

of the GMM-based technique is comparable to that of the case-based technique. The reason is

that the solutions sampled from the GMM are less biased to a particular optimization problem

than the case-based solutions.

The same was observed for the cropping 1% case. The proposed GMM-based memory scheme

resulted in considerably less re-optimizations than the case-based memory scheme for the three

heterogeneous streams with an equivalent watermarking performance. For this reason, the

number of fitness evaluations decreased significantly when compared to full optimization.
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An analysis of LTM dynamics for the OULU-1999-TRAIN stream shows that the proposed

memory management scheme resulted in a more diverse memory than that obtained in the

memory fill-up experiment (Figure 3.11). What is interesting here is that for the no attack

case, re-optimization was triggered 28 times. However, it resulted in an insert for only 5 of

these cases. For the remaining 23 cases, a merge took part. A similar situation occurred for

the cropping 1% case. Re-optimization was triggered 21 times but the number of inserts was 4

(with 17 merges).
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Figure 3.11 LTM diversity (OULU-1999-TRAIN, with memory management).

At the same time, the sampled solutions have more diversity than when insert is used indis-

criminately (Figure 3.12). It is possible to observe also that the two plots in Figure 3.12 are

more stable than those of Figure 3.8. This means that the sampling obtained by the use of the

proposed memory scheme not only improves diversity but is also more consistent. This shows

that this strategy of limiting insert operations to cases where the distance between new probes

and probes in the memory is above an historic average helps to improve the diversity of the

sampled solutions.

The plot of minimum C2 distance between new probes and probes in the memory (Figure 3.13)

gives another perspective about the memory dynamics. In this plot, a minC2 of zero means

that the memory was not updated (that is, re-optimization was not triggered). It is possible to

observe that insert operations have in general a minC2 that is many times greater than that of

merge operations. It becomes clear as well that in both cases, for the first 30 images, the update

frequency is high, which means that learning (memorization) is taking place, and then updates

become less frequent. When we go back to the KL divergence plot in Figure 3.10 it becomes
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Figure 3.12 Diversity of 2000 solutions sampled uniformly for all probes (DN
PW ) for

OULU-1999-TRAIN stream (with memory management). (a) No attack. (b) Cropping

1%.

clear that this memorization phase occurs when there is novelty in the stream of optimization

problems.
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Figure 3.13 Minimum C2 distance between new probes and probes already in the

memory (minC2) for OULU-1999-TRAIN stream (with memory management). (a) No

attack. (b) Cropping 1%.

3.5.3.3 Impact of choice of confidence level

In terms of memory size, the worst case scenario for the GMM-based technique results in a

memory that is a fraction of the size obtained for the case-based approach (Figure 3.14).
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Figure 3.14 Number of LTM probes produced by the case-based and GMM-based

techniques as a function of confidence level for the OULU-1999-TRAIN with cropping of

1%. (a) LTM size. (b) Number of fitness evaluations.

Figure 3.15 shows the cumulative number of fitness evaluations for the case-based and GMM-

based approaches with a confidence level of 0.8 (OULU-1999-TEST with learning, no attack).

It is possible to observe that between images 137 and 240 the computational cost for the case-

based memory approach is higher than that of full optimization while for the GMM-based

approach it is practically stable after a learning phase that lasts until image 80. This illustrates

the main limitation of case-based memory management strategy and the main advantage of

GMM-based memory. It is important to observe that this result was obtained in a considerably

small database. In a real world scenario, involving thousands or even millions of images,

an ever growing memory would pose a serious issue to the performance of the case-based

intelligent watermarking system.

The main reason for improved performance when compared with the case-based approach is

that probe solutions in the case-based memory scheme are less diverse than those of the GMM-

based memory. That is, case-based solutions only cover the near optimal region and for this

reason are very sensitive to small variations in fitness values caused by a change of type II

(basically, these solutions are over-fit to the images that generated them). However, the solu-

tions sampled from the GMM have a more general coverage of the fitness landscape, mainly

because they are generated from a density estimate of all solutions found during optimization
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Figure 3.15 Cumulative number of fitness evaluations for the case-based, GMM-based

memory scheme and full optimization for OULU-1999-TEST (Learning), no attack,

confidence level of 0.8.

and consequently, perform better in avoiding unnecessary re-optimizations than the case-based

approach.

3.5.3.4 Memorization performance

In the first memorization experiment we picked a probe that resulted in re-optimization fol-

lowed by a merge for OULU-1999-TRAIN with cropping of 1% (the probe of image 38) and

performed multiple attempts to recall the new and merged probes in three situations: (1) new

probe before merge; (2) old probe before merge; (3) merged probe. The first simulation should

give an idea of the true acceptance rate of the proposed technique while the second simulation

should give an idea of its true reject rate. The third simulation by its way should give an idea

of at what point, incorporating new knowledge will improve the recall rate of a previous probe

(adaptability).

In scenario (1), the newly created probe was recalled in all cases, which means a true accep-

tance rate of 100% (obviously, for this sample size, or put differently, a false reject rate smaller

than 1%). In scenario (2), the old probe was accepted only 30 times of the cases, which means

a true reject rate of 70%. Finally, in scenario (3), the merged probe resulted in an accept rate of

73%. That is, the merged probe has a better performance for image 38 than the old unmerged
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probe. At the same time, it is not as fit to the new image as the newly created (unmerged) probe

which means it is less biased to a specific image.

In the second memorization experiment, the same stream (OULU-1999-TRAIN) with cropping

of 1% was optimized twice, but using the memory of the first run as a starting point for the

second run. The first run resulted in 17 re-optimizations while the second run resulted only

in 10. This demonstrates that the proposed approach can memorize a stream of optimization

problems quite well. Then, the merge operator was de-activated and the same experiment

was repeated. This time the second run resulted in 3 re-optimizations. It can be said that

such increase in the number of re-optimizations for the merge operator was the result of the

smaller bias of that approach. That is, the merge operator, as observed in the first memorization

experiments, results in probes that are less tuned to specific images (more general).

3.5.3.5 Other attacks

It is possible to observe in Table 3.5 that the computational cost proposed approach is not

considerably affected by an increase in the attack level or by a different removal attack such as

salt & pepper (S&P).

Regarding the watermarking performance (Table 3.6), the behavior was similar to the cases

of no attack and cropping of 1%: a slight variation when compared to full optimization, but

largely offset by gains in computational burden.

3.5.3.6 Adaptation performance

Memory adaptability is another important aspect in the given scenario. It is reasonable to

consider that in the course of its normal operation, the set of attacks an intelligent watermarking

system must deal with is expected to change and that the memory should be capable to adapt

to such change. In such case, the system must avoid recalling solutions that result in poor

watermarking performance. To validate this, we performed a memory adaptation experiment

(Figure 3.16).
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Figure 3.16 Memory adaptation experiment.

In this experiment, the GMM-based approach was first applied to the OULU-1999-TRAIN

stream with no attack. Then, using the resulting memory as a starting point, the same approach

was applied to the same stream but with cropping of 2%. Next, the same procedure was re-

peated (also using the previous memory as a starting point) but now with salt & pepper 0.02.

Finally, the proposed approach was applied to the OULU-1999-TEST database in four differ-

ent scenarios: using the memory of previous case as a starting point but now with (I) no attack;

(II) cropping 2%; (III) salt & pepper 0.02; (IV) randomly chosen attacks (salt & pepper 0.02,

no attack, cropping 2%) for each image; (IVa) not using previous memory (no learning) with

random attacks. In all cases the confidence level was set to 0.8, as adaptation requires a more

restrictive confidence level.

It is interesting to observe that the results obtained in the adaptation experiments (Table 3.7)

are similar to previously presented results. The slight degradation in computational burden was

mainly due to the more restrictive confidence level. For example, OULU-1999-TRAIN with

no attack resulted in 92.9% decrease with confidence level 0.95 (Table 3.3) versus 84.8% with

confidence level 0.8 (Table 3.7). However watermarking performance of both was very similar

(Table 3.4). The same happened for the simulations involving cropping 2% and salt & pepper

0.02 (Tables 3.5 and 3.6). Regarding the OULU-1999-TEST stream, the computational perfor-

mance of cases I, II, III and IV was close to that of no learning for the previous simulations

(Tables 3.3 and 3.5) with an equivalent watermarking performance (Tables 3.4 and 3.6). It is

worth noticing that in Table 3.7, for the random attacks, the use of a training sequence (IV)
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resulted in a considerable decrease in computational burden when compared to no training

(IVa). It is also worth noticing that the OULU-1999-TEST simulations with learning resulted

few inserted probes when compared to OULU-1999-TRAIN simulations. This demonstrates

that even in such a challenging scenario involving changes in the set of attacks, the proposed

approach can learn how to adapt to such changes.

Table 3.7 Adaptation performance. DFE is the decrease in the number of fitness

evaluations compared to full optimization, † is the DRDM , ‡ is the BCR robust, § is the

BCR fragile. For all values, the mean μ and standard deviation σ per image are presented

in the following form: μ(σ). DRDM is presented with two decimal points and BCR is

presented in percentage (%) with one decimal point.

Attack Database Re-optimizations Inserted probes DFE † ‡ §
No attack OULU-1999-TRAIN 13 3 84.8% 0 (0) 100 (0) 100 (0)

Cropping 2% OULU-1999-TRAIN 13 3 84.3% 0.04 (0.05) 97 (3.6) 99.7 (1)

S&P 0.02 OULU-1999-TRAIN 12 1 79.4% 0.03 (0.04) 97.3 (3.6) 99.5 (1.2)

No attack (I) OULU-1999-TEST 20 1 88.9% 0.01 (0.02) 99.9 (0.01) 99.9 (0.01)

Cropping 2% (II) OULU-1999-TEST 15 2 91.4% 0.04 (0.05) 93.3 (0.06) 99.1 (0.02)

S&P 0.02 (III) OULU-1999-TEST 29 5 87.4% 0.04 (0.04) 97.1 (3.7) 99.3 (1.1)

Random (IV) OULU-1999-TEST 31 4 85.5% 0.03 (0.04) 97.3 (4.3) 99.4 (1.4)

Random (IVa) OULU-1999-TEST 65 8 76.3% 0.03 (0.04) 97.6 (3.7) 99.6 (1)

3.5.4 Scenario B – optimization of homogeneous streams of bi-tonal images using memory-
based DPSO versus full PSO

In general, for the homogeneous image streams, the computational burden performance of

the GMM-based approach is slightly worse than what has been reported for the case-based

approach in (Vellasques et al., 2011) as it required more re-optimizations. Yet, adjusted for

the size of the image streams, the number of re-optimizations for the GMM-based approach

in this scenario is consistent with that obtained for the heterogeneous image streams while

for the case-based approach, there is a huge discrepancy between the performances for the

heterogeneous and homogeneous streams. That is, since a case-based probe is over-fit to a

particular optimization problem, it tends to perform better than the GMM-based approach when

the stream of optimization problems is homogeneous. In the GMM-based approach by its way,

a probe is less biased to a specific optimization problem and can cope better with variations

in a more heterogeneous image stream. The watermarking performance (mainly watermark
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robustness) of the GMM-based approach is considerably better than that of the case-based

approach.

3.5.5 Scenario C – optimization of unconstrained (homogeneous/heterogeneous) streams
of bi-tonal images using memory-based DPSO versus full PSO

The behavior of the proposed technique when compared to case-based for scenario C was quite

similar to that observed for scenario A. The proposed technique resulted in a decrease in com-

putational burden at an equivalent watermarking performance. The use of a training sequence

of images allowed a further decrease also with little impact on watermarking performance.

3.5.6 Discussion

The GMM-based approach was evaluated in three main scenarios – intelligent watermarking of

homogeneous, heterogeneous image streams, and a mix of both, respectively. It is possible to

observe through the simulation results that for the heterogeneous image streams, the proposed

memory scheme results in less re-optimizations than the case-based scheme but at nearly the

same watermarking performance. Both, the fidelity of the watermarked image and the detection

rate of the robust and fragile watermarks are comparable to those of full optimization. The

main reason is that by using particle history data, it is possible to sample a larger region of the

fitness landscape but in a targeted manner. It can be said thus that the case-based mechanism

is sensitive to the distribution of particles in the end of the optimization process. It was also

observed that the proposed technique allows a significant decrease in computational burden

when compared to full optimization in both, homogeneous and heterogeneous image streams.

More specifically, the number of fitness evaluations per image was above 800 for the best

scenario of Full Optimization which is unfeasible for practical applications as it involves more

than 800 embedding and detection operations per image. This number was decreased to 67 in

the worst case for the proposed approach with learning.

For the heterogeneous scenario, a memory fill up experiment was performed and it showed

that as new images are fed into the system, the amount of novelty brought by these images

decreases considerably for the first third of the image stream (OULU-1999-TRAIN) and then
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stabilizes. Consequently, the lack of a proper memory management mechanism results in re-

dundant probes which impair the computational performance of a unsuccessful recall (since

all LTM probes need to be tested before re-optimization is triggered). At the same time, when

insert operations are employed indiscriminately, the resulting memory becomes quite nonef-

fective. Moreover, the probing capability of the memory is negatively affected as the diversity

of sampling solutions decrease.

The adaptive memory management experiments involving heterogeneous streams showed that

the proposed approach not only decreases the computational burden of intelligent watermark-

ing (when compared to the case-based approach) but with practically no impact on watermark-

ing performance. And more important than that, an analysis of memory dynamics showed that

in the proposed mechanism, the memory space is used in a more effective manner as insert

operations are employed sparingly. Moreover, it has been demonstrated that the frequency of

memory update operations are in a par with the amount of novelty brought by the new prob-

lems. This is more in tune with the formulation of incremental learning seen in (Jain et al.,

2006) as with this combination of merge and insert operations (1) none of the inserted probes

will contradict the data processed up to that point and (2) through the use of a merge operator

each intermediate hypothesis is maintained as long as it is consistent with the data seen. That

is, insert only occurs when the new problem represents new knowledge to the memory. These

experiments also showed that by maintaining the distance between LTM probes high, it is pos-

sible to improve the diversity of sampled solutions which allows a better probing capability.

Analysis of memory dynamics showed that the proposed memory management mechanism

helps to avoid inserting probes that do not bring novelty to the LTM. For example, both the

pairwise distance between probes and the minimum distance between new probes and probes

in the memory are increased considerably when the memory management scheme is employed.

This shows that the proposed scheme minimizes redundancy in the LTM. The sampling diver-

sity was also increased which means that despite smaller memory and computational burden,

the proposed memory management scheme resulted in probes that cover a significant area of

the fitness landscape.
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Memorization experiments demonstrated that the GMM memory can learn considerably well

the stream of optimization problems. First because density estimate of solutions in the op-

timization space offer a reliable approximation of the fitness landscape and second because

the merge operator results in less biased probes that generalize well to new problems, as ob-

served in the experiments involving multiple recalls for a same image. These experiments also

demonstrated that the probe is subject to a trade-off between memorization and generalization

(bias/variance trade-off). This trade-off can be modified when necessary (e.g. in an application

involving more dynamism in the stream of document images) by adjusting the confidence level

of the change detection mechanism. And yet, memorization can be further improved (when

necessary) by de-activating the merge operator (not recommended for heterogeneous streams).

It was possible to observe in experiments with higher cropping intensity and salt & pepper

attack that the results observed for the cropping 1% and no attack are applicable to other types

of removal attacks. The conclusion to be drawn here is that as long as robustness against a given

attack can be attained through optimization of embedding parameters and considering that

the stream of images contains recurrent (similar images), the proposed GMM-based approach

is expected to result in a smaller computational burden compared to full optimization, with

an equivalent watermarking performance. The reason is that the use of GMM results in a

precise approximation of the stream of optimization problems. The limitation of the proposed

approach is that its watermarking performance is bounded by the watermarking performance

of full optimization. For example, in the baseline watermarking system, robustness against

geometric attacks cannot be attained through manipulation of embedding parameters (instead,

it is attained through the use of reference marks (Wu and Liu, 2004)). Therefore, the GMM-

based approach also will not tackle robustness against such type of attack.

In the adaptation experiments, it was possible to observe that in applications involving high

dynamism in the stream of problems (e.g. changing attacks), the proposed approach can adapt

well, with a relatively small computational burden. The reason is that the memory of GMMs

results in a more precise representation of the stream of optimization problems which allows

a better change detection capability (as observed in the memorization experiments as well).
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These experiments also allow us to draw some guidelines regarding the choice of confidence

level. In situations involving high variability (like changing attacks), a more restrictive confi-

dence level is to be preferred. Otherwise, a more relaxed confidence level is preferred (since it

should result in less re-optimizations).

It was possible to observe that the GMM-based approach is not only less expensive than the

case-based approach (for the heterogeneous streams) but the gains in computational burden

are more consistent, that is, are quite similar across different scenarios. Another advantage

of the GMM-based approach is that it has a smaller memory footprint than the case-based

approach. Not only because the mixture model offers a more compact data representation but

also because in the GMM-based approach, the number of probes is considerably smaller than

for the case-based approach. It is important to mention that although the LTM size is limited

for the GMM-based approach, such limit was not achieved for the chosen confidence level. It

is worth mentioning that the decrease in the number of fitness evaluations is proportional to the

number of probes, the number of re-sampled particles, the frequency of recall and the number

of fitness evaluations required in full optimization. Since the number of fitness evaluations

required in full optimization varies across the images in a stream the possible boost obtained by

replacing full optimization by memory recall is image-dependent. It is also important noticing

that for a limited memory size, the number of fitness evaluations in full optimization tends

to be considerably larger than that of a successful recall. Therefore, the impact of a case of

re-optimization in the number of fitness evaluations tends to be exacerbated in small databases.

In general these experiments show that by estimating mixture models of swarm solutions and

keeping a memory of these models with the use an appropriate memory management strategy

it is possible to build a general model of a stream of optimization problems in an intelligent wa-

termarking application using a set of learning images and then decrease significantly the cost of

intelligent watermarking with little impact on watermarking performance. This general model

is more adaptive than that created by the case-based approach and is thus more appropriate for

applications where the stream of images to be optimized is heterogeneous.
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3.6 Conclusion

In this chapter an intelligent watermarking technique based on Dynamic Particle Swarm Opti-

mization (DPSO) is proposed. The adaptive memory relies on sampled solutions from GMMs

of previous optimization problems and their respective global best solutions in order to (1)

compare how similar future optimization problems are to those previously seen and (2) pro-

vide alternative solutions in cases where the similarity between problems is small, avoiding

re-optimization. Its memory management strategy aimed at tackling two main issues observed

in previous experiments. The first was to avoid redundancy in the LTM while the second was

to allow the memory to adapt quickly to new optimization problems.

Although the use of density models in evolutionary computing is not new, the use of models

based on phenotypic and genotypic data of candidate solutions is novel. Moreover, while in the

EDA literature most authors rely on high evaluation solutions in order to estimate these models,

in the proposed approach we rely on all solutions in order to build a more comprehensive model

of the fitness landscape. It was demonstrated empirically that this more comprehensive model

allows a more precise match between previously seen and new optimization problems. Another

contribution of the proposed technique was the inception of a management approach that allows

the memory to incrementally learn new trends on the stream of optimization problems while

limiting memory footprint.

Experimental results demonstrate that replacing memory solutions by density estimates of

swarm solutions result not only in less memory burden but in a more precise probing mech-

anism which resulted in a decrease in the number of re-optimizations with little impact in

watermarking performance. Since the proposed approach allows an incremental learning of

optimization problems, the use of a learning stream of images allowed decreasing computa-

tional cost while improving precision altogether. In such case, a decrease of 97.7% in the

number of fitness evaluations was obtained for heterogeneous image streams (when compared

to full optimization) through the use of a learning stream of images. Such improvement in com-

putational performance was higher than that of no learning. It was also possible to observe that

the GMM memory allows a more precise representation of the fitness landscape. This results in
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better probing of the fitness landscape (compared to a memory of static solutions) which helps

to avoid false positive errors (recalling wrong probes which would decrease the watermarking

performance). Such memory makes possible for example, changing the attack employed on

the DPSO module, without any further need of human intervention in what regards memory

management.

As a future work we propose a deeper study on each of the main modules of the proposed

technique and a comparison study with alternative approaches for these modules. We also

propose validating the GMM-based approach using a larger image stream.

3.7 Discussion

In this chapter we proposed a hybrid GMM/DPSO approach aimed at the intelligent watermark-

ing of heterogeneous streams of document images. Such approach provides a more precise (but

compact) representation of the fitness landscape. Moreover, we introduced a specialized mem-

ory management mechanism which allows the memory to adapt to variations in the stream of

optimization problems. For this reason, the proposed technique resulted in a considerable de-

crease in terms of computational burden for heterogeneous streams of document images when

compared to the approach of Chapter 2.

However, it is important to observe that the decrease in computational burden obtained by re-

placing re-optimizations with memory recall is constrained by the frequency of re-optimization.

And in our stream of optimization problem formulation of intelligent watermarking, the fre-

quency of re-optimization is application-dependent. Therefore, in a less constrained environ-

ment (e.g. changing attacks), as re-optimization becomes more frequent, the decrease in com-

putational cost obtained by memory recall becomes less important since re-optimization is

much more expensive. In the next chapter we propose using previously learned GMMs in

order to replace costly fitness evaluations during re-optimization with Gaussian Mixture Re-

gression (GMR) in a strategy named surrogate-based optimization. To this end, we investigate

strategies to assign promising GMMs to new problems, perform regression on GMMs, update

them on-line and control the quality of the predictions.





CHAPTER 4

DS-DPSO: A DUAL SURROGATE APPROACH FOR INTELLIGENT
WATERMARKING OF BI-TONAL DOCUMENT IMAGE STREAMS

In this chapter we propose a dual surrogate approach which employs the memory of GMMs

in regression mode in order to decrease the cost of re-optimization when novel problem in-

stances occur. The goal of the proposed approach is to decrease the cost of re-optimization

of the approach described in Chapter II in situations involving a high variability in the stream

of optimization problems. In scenarios like changing sets of attacks, re-optimization tends to

be triggered more often. Decreasing that specific cost becomes a relevant issue. In the pro-

posed approach, GMMs are assigned to new problems and then, costly fitness evaluations are

replaced with Gaussian Mixture Regression (GMR). Simulation results in scenarios involving

high variation in the stream of problems (changing attacks) demonstrate that the proposed ap-

proach allows a decrease of up to 36% in the computational burden compared to the approach

described in the previous chapter. The content of this chapter was submitted to Applied Soft

Computing (Vellasques et al., 2012c).

4.1 Introduction

The decreasing costs of data transmission and storage provided numerous opportunities for

sharing multimedia documents like images. This has led to the creation of a digital economy

with new services that are available 24 hours a day, 7 days a week, around the globe. Individu-

als and businesses depend more and more on sharing important documents which raises serious

privacy concerns. Enforcing the security of document images is an important issue. Cryptog-

raphy can solve part of this issue. However, specially with multimedia documents like images,

the protection allowed by cryptography vanishes as the data has been decrypted. Digital wa-

termarking (Cox et al., 2002) which consists of embedding image-related secret data through

the manipulation of pixel values in an imperceptible manner, allows another layer of protec-

tion. Most importantly, the protection mechanism provided by digital watermarking follows

the image even when it is inadvertently distributed or tampered. Enforcing the security of bi-
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tonal document images poses an additional challenge as bi-tonal images have lower embedding

capacity and the manipulation of bi-tonal pixels is more prone to result in visual artifacts.

Digital watermarking has become an active area of research in recent years. Because of its

nature, watermarking systems are subject to attacks by hackers (Voloshynovskiy et al., 2001).

Robustness against attacks always comes at the cost of degradation on imperceptibility (Cox

et al., 1996). Many watermarking techniques allow adjusting the trade-off between robustness

and quality through the manipulation of embedding parameters. The optimal trade-off and

the corresponding values vary from one image to another. To make matters worse, security

requirements also vary across applications. Adjusting these parameters manually is infeasible

in practical applications and evolutionary computing (EC) techniques such as Particle Swarm

Optimization (PSO) (Kennedy and Eberhart, 1995) and Genetic Algorithms (Holland, 1992)

have been employed in order to find embedding parameters that optimize the trade-off between

image quality and watermark robustness for each image and set of attacks (Vellasques et al.,

2010a). In EC, a population of candidate solutions is evolved through a certain number of

generations, and guided by an objective function. In intelligent watermarking (IW), objective

functions are usually a combination of image quality and watermark robustness. The fitness of

each candidate solution is evaluated at each generation. Each fitness evaluation requires one

or more embedding, detection and attack (image processing) operations which is prohibitively

expensive in industrial applications.

Recent efforts to decrease the computational cost of IW techniques for streams of document

images is promising. In the Dynamic PSO (DPSO) system proposed in (Vellasques et al.,

2011), IW of homogeneous streams of bi-tonal document images (or problems) was formu-

lated as a special type of dynamic optimization problem (DOP1). In this special formulation

of DOP, a stream of document images corresponds to a stream of recurring optimization prob-

lems. A change detection mechanism assigns case-based solutions of previously-seen problem

instances (associated with previous document images) to new similar problem instances (as-

sociated with new images). This significantly reduced the number of costly re-optimization

operations, allowing for a significant decrease in computational burden. In the DPSO system

1In a DOP, the optimum location and/or fitness value change over time.
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proposed in (Vellasques et al., 2012b), Gaussian mixture modeling (GMM) of optimization

history was employed in order to represent a model previous optimization problems. This

approach allowed for a significant decrease in the cost for IW of heterogeneous streams of

document images compared to the case-based approach. In both approaches, when a new opti-

mization problem is similar to a previously-solved one, solutions in memory corresponding to

that previous problem should be recalled, avoiding a costly re-optimization process.

The basic assumption behind that approach is that after a learning phase, most new problem

instances will result in recall rather than re-optimization operations. However, a significant

variation in the stream of optimization problems such as that caused by a new attack, will

result in an increase in the number of re-optimization operations. The time complexity of

re-optimization is orders of magnitude higher than that of recall. Each attempt of recalling a

memory element has a time complexity comparable to a single iteration in the optimization

phase, and optimization generally requires generally 50 plus iterations. Decreasing this cost is

an important issue. It has been demonstrated in literature that optimization strategies based on

the use of an associative memory (Yang and Yao, 2008) outperform other dynamic optimization

strategies in cyclic/recurrent problems. These techniques rely on storage of high performance

solutions, as well as information about their fitness landscape using a density estimate. The

most common approach to associative memory optimization is to inject memory solutions in

the initial population, in a strategy named memory-based immigrants (Wang et al., 2007).

One limitation of approaches based on associative memory is that for a case of re-optimization,

the density estimates will only provide an initial set of candidate solutions. After that, these

solutions are evolved with the use of EC and the knowledge of previous problems provided by

that estimate is not explored during the optimization process whatsoever. It has been observed

in the Estimation of Distribution Algorithms (EDA) literature that probabilistic models can be

employed in order to guide the optimization process (Pelikan et al., 2002). A second limitation

is that although memory-based immigrants can reduce the number of generations needed for

convergence, still, each generation involves re-evaluating the fitness of each solution.
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In surrogate-based optimization, costly fitness evaluation operations are replaced by a regres-

sion model. Sampling, model update and optimization are applied in an iterative manner. The

advantage of such approach is that most of the fitness evaluations required for optimizations

are performed using a regression model at a fraction of the cost of an exact fitness evaluation.

There are two schools of thought: a first one that sees a surrogate as an oracle that will replace

the objective function (Queipo et al., 2005) and a second one that sees a surrogate as a compact

database employed in order to forecast good solutions during optimization, accelerating con-

vergence (Parno et al., 2011). Both provide different ways of addressing the trade-off between

model precision and fitness evaluation cost. The first one favors decreasing fitness evaluation

over precision and is preferred in situations where the model provides a precise representation

of the fitness landscape and/or the computational cost of fitness evaluation is too high. The

second one favors precision over decreasing fitness evaluations and is preferred in situations

where the model does not provide a precise representation of the fitness landscape and/or the

cost of optimization is not too high. Surrogate-based optimization involves a mixed use of

exact and predicted fitness values which leads to a trade-off between increase in model preci-

sion and decrease in computational cost – a more precise model makes possible relying less on

expensive exact fitness evaluations but improving model precision involves probing the exact

fitness landscape which is computationally expensive.

It is important distinguishing between EDA and surrogate-based optimization. In each gen-

eration of EDA, solutions are sampled from a probabilistic model, re-evaluated and the best

solutions are employed in order to update the model. In contrast, surrogate-based optimization

builds a sampling plan in the parameter space. Then, numerical simulations are performed at

the sampled locations, followed by model update and optimization. However, optimization

is based on fitness values predicted by the model. This is the main advantage of surrogate-

base optimization compared to EDA. In EDA the model guides the search process while in

surrogate-based optimization, the model provides a mean of replacing expensive exact fitness

evaluations with cheaper approximated fitness values obtained through regression.
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In this chapter, a novel approach called Dual Surrogate Dynamic PSO (DS-DPSO) is proposed

in which models of previous optimization are employed as surrogates in order to decrease the

computational burden associated with full re-optimization for a hybrid GMM/DPSO system

(proposed in (Vellasques et al., 2012b)). This system performs four different levels of search

for solutions with increasing computational burden and precision. As in previous research,

levels 1 and 2 first attempt to recall ready-to-use solutions from a memory of GMMs. If em-

bedding parameters require a significant adaptation, the optimization modules are activated in

levels 3 and 4. Whenever re-optimization is triggered, an attempt to optimize the embedding

parameters using the surrogate as an oracle is performed level 3. This allows for a substantial

decrease in the number of fitness evaluations as the optimization process is performed mostly

on a GMM regression model. If it fails, a new attempt is performed, this time using the surro-

gate as a database in order to accelerate convergence in level 4. This second optimization stage

relies mostly on exact fitness evaluations (the surrogate is employed on a best-case basis) and,

for this reason, provides a safeguard to the whole system for situations where the surrogate

model recovered from memory at level 3 does not correspond to the new problem. The main

advantage of this DS-DPSO strategy is that it tackles the precision/cost trade-off by relying

on a memory of previous surrogates and employing two different surrogate-based optimization

strategies in sequence – level 3 with smaller cost and smaller precision (but which should pro-

vide good results for situations where the model shares some similarity with the new problem),

and level 4 with higher cost and precision which provides a safeguard to the whole system and

allows building new surrogates (for cases of novel problem instances).

This research attempts to exploit a memory of GMMs (learned for a stream of reference training

images) to decrease the computational cost of full re-optimization. In addition, incorporating

knowledge about a new optimization problem into the model of a previous problem is con-

sidered in order to produce a model with a better fit to the new problem. It is assumed that

whenever re-optimization is triggered, the best fit model should provide a good starting point

for building a surrogate for the new problem. Regardless, it should decrease the computational

burden of optimization by accelerating convergence. The proposed approach is validated em-

pirically with the use of heterogeneous streams of bi-tonal document images. The University
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of Oulu’s MediaTeam (Sauvola and Kauniskangas, 1999) dataset and samples of the Computer

Vision and Image Understanding (CVIU) Journal are employed for this purpose. For each

simulation, watermarking performance and number of fitness evaluations are reported.

A formulation of optimization problems in digital watermarking is provided in Section 4.2.

A literature review of surrogate-based optimization is presented in Section 4.3. The proposed

method named DS-DPSO is presented in Section 4.4. The experimental methodology and

simulation results are presented and discussed in Sections 4.5 and 4.6.

4.2 Particle swarm optimization of embedding parameters

In the given formulation of IW, a stream of document images corresponds to a stream of op-

timization problems, where some problems may reappear over time. A PSO-based system

proposed by the authors in a previous research (Vellasques et al., 2011) allows for the opti-

mization of embedding parameters of multiple watermarks with different levels of robustness

into a given bi-tonal image of a stream. During embedding, (1) the bi-tonal images is parti-

tioned in blocks of equal size, (2) a flippability analysis is performed in order to evaluate the

visual impact of flipping each pixel, and (3) the pixels are shuffled in order to distribute flip-

pable pixels evenly across the image. Then, (4) each message bit is embedded on each block by

manipulating the quantized number of black pixels on that block and finally, and (5) the image

is de-shuffled. Detection involves partitioning the image, shuffling using the same key used on

embedding, and counting the quantized number of black pixels on each block in order to detect

each message bit. Four different parameters can be adjusted in order to modify the trade-off be-

tween watermark robustness and image quality for a given image during embedding, namely:

quantization step size (Q), size of the window employed in the flippability analysis (W ), block

width (B) and shuffling key index (S). Readers are referred to (Vellasques et al., 2011) for

more information on the bi-tonal watermarking system.

In our formulation of the the optimization problem for digital watermarking, two watermarks

– a fragile one with QF = 2 and a robust one with QR = QF + ΔQ – are embedded into the

cover image Co where ΔQ is the difference between the robust and fragile quantization step
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sizes. The fitness function comprises robustness and quality metrics, aggregated with the use

of the Chebyshev technique (Collette and Siarry, 2008):

F (x) = maxi=1,..,3{(1−ω1)(αsDRDM−r1), (1−ω2)(1−BCRR−r2), (1−ω3)(1−BCRF−r3)}
(4.1)

where αs is the scaling factor of the quality measurement DRDM (Distance Reciprocal Dis-

tortion Measure (Lu et al., 2004)), BCRR (Bit Correct Ratio (Areef et al., 2005; Pan et al.,

2004) between embedded and detected watermark) is the robustness measurement of the robust

watermark, BCRF is the robustness measurement of the fragile watermark, ωi is the weight of

the ith objective with ωi =
1
3
, ∀ i, ri is the reference point of objective i. It is important to note

that (unlike the BCRF and DRDM ) BCRR is computed after an attack has been applied.

The fitness function is depicted in Figure 4.1 where Co is the cover image, mR and mF are

the robust and fragile watermarks, respectively, Cr is the robust watermarked image, Crf is the

image that has been watermarked with both, the robust and the fragile watermarks (multi-level

watermarked image), Crf′ is the multi-level watermarked/attacked image, mRAD is the robust

watermark that has been detected from the multi-level watermarked/attacked image, mFD is

the fragile watermark that has been detected from the multi-level watermarked image.

A diversity preserving PSO (Kapp et al., 2011) has been employed in order to optimize the

embedding parameters based on the fitness function described above (Vellasques et al., 2011).

Therefore, the fitness landscape comprises five dimensions: four in the parameter space (more

formally, {x1, x2, x3, x4} = {ΔQ,W,B, S}) and one in the fitness space (f(x), ∀ {x ∈
R

4}). Readers are referred to (Vellasques et al., 2011, 2012b) for more information about

the optimization problem formulation of digital watermarking.

One of the limitations regarding the use of EC on digital watermarking is that each fitness eval-

uation requires multiple embedding, detection and attack operations which are very costly. In

the given application, a fitness evaluation involves numerous embedding operations, each of

which has time complexity O(|Co| · log(|Co|)) where |Co| is the number of pixels on cover

image Co (with a magnitude of 106) while performing regression on a GMM has a time com-

plexity of O(K × d) where K is the number of components in the GMM (usually between 5
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Figure 4.1 Fitness evaluation module.

and 20 for this case) and d is the dimension of the parameter space which is 4. Therefore, the

cost of optimizing this bi-tonal watermarking system can be significantly reduced by replacing

part of the exact fitness evaluations with regression models.

4.3 Surrogate-based optimization

Surrogate (or model-based optimization) allows tackling the computational burden of fitness

evaluation in complex real-world problems. As stated by Queipo et al. (Queipo et al., 2005), a

surrogate model can be seen as a non-linear inverse problem in which one aims to determine a

continuous function f(x), ∀ {x ∈ R
d} of a set of design variables from a limited amount of

available data f = {f(x1), ..., f(xN)} where xi is a design variable, d is the dimensionality

of the parameter space and N is the number of data points. During optimization, costly calls

to f(x) are partially replaced by a predicted value fP (x,Θ)

fP (x,Θ) = f̂(x,Θ)− ρcε(x,Θ) (4.2)
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of f(x) (Torczon and Trosset, 1998) where f̂(x,Θ) is an approximation to f(x) based on

model Θ, ρc is a constant that dictates how much emphasis will be put in exploring unknown

regions of the model and ε(x) is the prediction error. The basic approach to surrogate modeling

assumes that Θ is unknown and then iteratively selects a set of design variables using stratified

sampling – also known as design of experiments (DOE) to perform numerical simulations

using this set and update the model. Once a given stop criterion has been achieved, the model

is validated against f(x). Once a good representation of f(x) has been obtained, optimization

is first performed using fP (x,Θ), one or more solutions are re-evaluated on f(x) and then,

either Θ is refined using new data points or the process is halted in the case that a convergence

criterion has been met.

A surrogate model can be either global or local (Dennis and Torczon, 1995). A local model

provides a detailed approximation of a specific region of the fitness landscape while a global

model provides a general approximation of the whole optimization problem. There are four

different strategies to build a surrogate (Praveen and Duvigneau, 2007): (1) data-fitting models,

where the approximation is constructed using available data; (2) variable convergence model,

where the approximation is based on the numerical solution of a partial differential equation

(PDE); (3) variable resolution models where the search space is discretized with the use of

a hierarchy of grids; (4) variable fidelity models, where a hierarchy of physical models is

employed in order to approximate the fitness function.

Most of the techniques found in the literature rely on data-fitting models. The advantage of

such type of approach is that it uses pattern recognition methods such as radial basis func-

tions, clustering, multilayer perceptron, polynomial fitting, Gaussian processes, support vector

machines (Shi and Rasheed, 2008) which can be inferred even when domain knowledge is

ill-defined (such as IW of stream of document images). Data-fitting approaches can be either

off-line or on-line (Praveen and Duvigneau, 2007). An off-line surrogate is first trained with

a set of data points that have been evaluated in the exact fitness function, is assumed to be

an accurate representation of the exact function and is indicated in situations where compu-

tational burden is more important than precision. In contrast, an on-line surrogate is trained
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incrementally, closely integrated into the optimization method and is indicated in situations

where precision is more important than computational burden.

One of the main issues with surrogate-based optimization is that it is generally difficult to

obtain a model with sufficient approximation accuracy due to the lack of data and/or high

dimensionality which leads to models with high approximation errors that commonly result in

false optima during the optimization phase (Jin et al., 2002). This is an important issue for

on-line surrogates since the construction of a good surrogate requires an experimental design

which is space-filling in order to capture the essential trends of the fitness landscape. Yet the

goal of optimization is to generate points which lead to improvements in the fitness function

(El-Beltagy et al., 1999). A surrogate model is therefore subject to a trade-off between decrease

in computational burden and model fidelity. This issue can be partially alleviated with the use

of evolution control, data selection (Jin et al., 2002), combined local and global models (Zhou

et al., 2007), archive of solutions (case-based surrogate) (Fonseca et al., 2009) and incremental

stratified sampling (Yan and Minsker, 2011).

Using evolution control, part of the solutions obtained through surrogate optimization are val-

idated against the exact (but costly) fitness function. It provides a mean of avoiding false

convergence (Gräning et al., 2005). Since the model provides an approximation of the real

problem, it is expected to contain false optima (as observed in (El-Beltagy et al., 1999), in the

course of model update, false optima are likely to appear and disappear). Evolution control is

subject to a trade-off between false convergence avoidance and computational burden – em-

ploying more solutions decreases the risk of false convergence but at a higher computational

burden.

In data selection, the samples that will be employed to update the model are selected in order

to improve the cost/benefit of model update in situations where such cost is high. Combining

global and local models allows using a coarser level of fidelity to tackle exploration and a finer

one to tackle exploitation in EC. The use of case-based models in EC can result in poor gener-

alization and imply in high computational burden (in the long term) when compared to density

estimates. Incremental stratified sampling allows a better space-filling of the fitness landscape
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since it accounts for previously sampled realizations. However, it has been demonstrated in

(Vellasques et al., 2012b) that it is possible to obtain a good space-filling of the fitness land-

scape by combining a diversity preserving mechanism in EC with a model that is incrementally

trained over a representative set of optimization problems.

4.4 A dual-surrogate DPSO approach for fast intelligent watermarking

4.4.1 System overview

Figure 4.2 illustrates the DS-DPSO approach. It has four levels with increasing computational

cost and fidelity and at each level, an attempt to solve the watermarking problem for current

cover image (Coi) is made. If it fails, a next attempt is made, in an upper level with an in-

creased fidelity but at higher computational cost. The first two levels comprise memory recall.

The third and fourth are the off-line and on-line optimization levels, respectively. The assump-

tion is that in a situation involving recurrent problems, after a training phase, the memory will

be precise enough thus most of the images should result either in a recall to the Short Term

Memory (STM) or to the Long Term Memory (LTM). If recall fails, but the memory still pro-

vides a good approximation to the given problem, an attempt to optimize the parameters using

an off-line surrogate is attempted. If this attempt also fails, then the costlier on-line surrogate

is activated.

Figure 4.3 depicts the two recall levels. The STM (represented as MS) contains the best solu-

tion (pg,S) plus a GMM approximation (ΘS) of the fitness landscape of a single image (CoS).

This combination of global best and GMM is called a probe. The LTM (represented as M) con-

tains |M| probes. Each probe contains a mixture model (Θi) obtained during the optimization

of several different images and a global best solution (pg,i). LTM probes are sorted in reverse

order of their number of successful recalls. It is important to mention that phenotypic and

genotypic data of all solutions found during the optimization of a given image are employed

in order to train a GMM.

During STM recall, pg,S plus a set of solutions re-sampled from ΘS are re-evaluated on im-

age Coi. Then, the similarity between the distribution of the sampled and re-evaluated fitness

values is computed with the use of the Kolmogorov-Smirnov (KS) statistical test (NIST/SE-
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Figure 4.2 Overview of the proposed DS-DPSO technique for intelligent watermarking

of document image streams.

MATECH, 2010). If the KS value is below a critical value for a confidence level αCrit, it means

that both distributions are similar and the best re-evaluated solutions is employed directly. Oth-

erwise, a change is considered to have occurred in the landscape (compared to that of ΘS) and

level 2 is activated. In level 2, the same process is repeated for each LTM probe until either a

case of KS value below the critical value has occurred or all probes have been tested.

Figure 4.4 depicts the first optimization level (off-line surrogate). The underlying principle is

that for some failed recall attempts, the best GMM (the one that resulted in the smallest KS

value during recall attempts) will already provide a good approximation of the fitness landscape

and the re-evaluated fitness values (necessary during the recall) allow improving its fidelity for

the new problem (the proposed approach is based on data-fitting model). Therefore, the DPSO

technique described in (Kapp et al., 2011) is employed in order to optimize the embedding

parameters, but using the best GMM as surrogate most of the time (which has a smaller com-

putational burden than an on-line surrogate approach). The GMM is employed in regression

mode, an approach named Gaussian Mixture Regression (GMR) (Sung, 2004).
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Figure 4.3 Flowchart diagram detailing the recall modules. Anchor points are employed

in order to guide the reader. For each image in a stream of document images (step 1), an

attempt to recall the STM is performed first (step 2) followed by an attempt to recall

LTM, if necessary (step 3).

The surrogate is initialized with the mixture model that resulted in the smallest KS value and

updated with re-evaluated solutions obtained during recall. Then, while the stopping criterion

has not been reached (for all cases of re-optimization, we propose stopping optimization if

global best has not improved for a certain number of generations (Zielinski and Laur, 2007)), an

iteration is performed on the surrogate function (swarm XA), swarm solutions are re-evaluated

in the exact function in order to avoid false optima (evolution control) and these solutions are

employed in order to update the model. After that, if the surrogate improved the best recalled
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Figure 4.4 Flowchart diagram detailing level 3. Anchor points are employed in order to

guide the reader. Whenever leves 1 and 2 fail, optimization is performed primarily on the

surrogate (step 4). After that, the LTM is updated with the GMM employed on

optimization (step 5).

solution, the most similar LTM probe is updated with the surrogate and the surrogate solution

that resulted in the best fitness in the exact function is employed on Coi. Otherwise, level 4 is

activated.

Figure 4.5 depicts level 4. Here, DPSO will be performed using primarily the exact fitness func-

tion, at a higher computational burden than that of the third level, but still with the possibility

of a decreased computational burden compared to full optimization (depending on how fast

convergence occurs). Solutions are re-sampled from the probe that resulted in the smallest KS
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value and injected into the exact function swarm (XB). Optimization is performed on the surro-

gate function until a stop criterion has been reached. Then, the best solution is re-evaluated on

the exact fitness function and injected into swarm XB if it improves a corresponding neighbor.

After that, an iteration is performed on the exact fitness function (swarm XB). When a stop

criterion has been reached, a new mixture model is estimated, the best solution and mixture

model are added to the STM, replacing the previous STM probe. If the new probe is similar

to a given LTM probe, it is merged with that probe. Otherwise it is inserted ( the probe with

smallest number of successful recalls is deleted if memory limit has been reached).

Such approach allows tackling the optimization of recurrent problems as a machine learning

problem. The surrogate might be de-activated in a training environment, where the constraints

on computational cost are less severe in order to obtain a high fidelity representation of a given

dynamic optimization problem. This should result in a model with good space filling prop-

erties, specially because the DPSO technique employed has a diversity preserving capability

(Clerc, 2006). Then, the surrogate can be re-activated and the models obtained during training

can be employed in order to perform large scale dynamic optimization of recurrent problems in

a production (test) environment where computational burden constraints are more severe. This

should minimize the issues of high approximation errors and false optima, specially early in

optimization, since the on-line surrogate provides a safeguard for the whole system.

The STM/LTM recall (Figure 4.3) and update mechanisms (memory update box in Figures 4.4

and 4.5) are described with details in (Vellasques et al., 2012b). Next, we present in details the

key elements of the proposed approach, namely on-line update of GMMs, Gaussian Mixture

Regression (GMR), evolution control. Then, we present the off-line and on-line surrogate

DPSO modules and how both are integrated.

4.4.2 STM and LTM recall

For every new image Coi (see 1 in Figure 4.3), an attempt to recall the STM probe is conducted

at first. If it fails, the same process is conducted for each LTM probe until either all probes have

been tested or a successful recall has occurred. Each recall attempt requires sampling from the

respective GMMs. Sampling Ns solutions from a mixture of Gaussians comprises a linear
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Figure 4.5 Flowchart diagram detailing level 4. Anchor points are employed in order to

guide the reader. Whenever level 3 fails, solutions are re-sampled from the most similar

probe (step 6) and then, optimization is performed using two different swarms, one for the

the exact fitness and another one for the surrogate (step 7). After that, the memory is

updated using the optimization history of the swarm employed to optimize the exact

fitness (step 8).

combination between a random vector and the eigen-decomposition of the covariance matrix,

centered at the mean vector:

Xs = μj +Λ
1
2
j UjRs (4.3)
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where Xs is a sampled solution, s is the index of a solution sampled for the component j in

the mixture (Nsαj solutions are sampled per component, where αj is the mixing weight of the

jth component), Λj and Uj are the eigen-decomposition of Σj (Σj = UjΛjU
−1
j ) and Rs is

a vector with the same length as μj whose elements are sampled from a normal distribution

N(0, I), being I the identity matrix.

During a STM recall (see 2 in Figure 4.3) solutions are re-sampled from the STM mixture

model (ΘS) and re-evaluated in the new image (along with the global best pg,S). The distri-

bution of the sampled set of fitness values F (XS,S,CoS) is compared against the distribution

of re-evaluated fitness values F (XS,S,Coi) with the use of the Kolmogorov-Smirnov statisti-

cal test (KS). If the KS value between both distributions is smaller than a critical value for a

confidence level αCrit, the watermarking parameters encoded by the best recalled solution are

employed right away for Coi, avoiding a costly optimization operation.

Otherwise (see 3 in Figure 4.3), the same process is repeated for each mixture Θj and global

best pg,j in the LTM – re-sampling, re-evaluating the re-sampled and global best solutions on

the new image and comparing re-sampled fitness values F (XS,j,CoS) against the re-evaluated

values F (XS,j,CoS) using the KS test. This process is repeated until a case of KS value

smaller than the critical value occurs or all probes have been tested. The STM/LTM recall is

described more carefully in (Vellasques et al., 2012b).

STM/LTM recall (levels 1 and 2) is expected to be enough in most of the cases (specially

for stable problem streams). However, when optimization is triggered too often (in situations

involving high variability in the problem stream) the cost of re-optimization becomes a serious

issue since a single re-optimization operation is several times more expensive than a recall.

Next we propose a strategy to decrease this cost based on knowledge obtained on previous

cases of re-optimization.

4.4.3 Off-line/on-line surrogate PSO

Rather than focusing on the level of detail provided by the model (global or local) we will focus

in the fidelity/computational burden trade-off. The reason different levels of model fidelity are
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employed in the literature is that it is assumed that a model has to be trained from scratch for

each new problem. Therefore, the exploration/exploitation has to be addressed at the same

time. However, we formulate surrogate-based optimization as a pattern recognition problem:

a set of surrogates is built during a training phase and then matched against new problems

during a test phase. Since the matching is based on a limited set of sentry points, we propose a

multi-level optimization approach where the fidelity is increased as the solution proposed by a

preceding level is rejected (at the cost of a higher computational burden).

The underlying assumption behind the dual surrogate mechanism is that whenever a model

is a good representation of the new problem but did not result in a successful recall, a near

optimal solution can be found through a fine search. Model update requirements in such case

is minimal. Otherwise, a full search is required at the cost of a more expensive model update,

involving a greater number of exact fitness evaluations.

The recall mechanism will provide the starting surrogate model and a set of fitness values for

an initial update. Moreover, the optimal solution (XS,o) is initialized with the best recalled

solution. The GMM that resulted in the smallest KS value during recall (updated with the

re-evaluated solutions) will be chosen as the initial surrogate. We also inject the best recalled

solutions of that probe into both, the surrogate and exact fitness swarms (as proposed by Kapp

et al (Kapp et al., 2011)). Since the GMM has been trained using all solutions found during

the optimization of a given image, it should be considerably more precise than a model built

using a few sampled points.

Three aspects are crucial in the surrogate optimization levels: updating GMMs with new data

in an on-line manner, performing regression on GMMs and validating the evolution of the

off-line surrogate against the exact fitness function.

4.4.3.1 On-line update of GMMs

Model update (see “Update surrogate with re-evaluated solutions”, “Update surrogate with

selected solutions” blocks in Figure 4.4 and “Re-evaluate best swarm XA solution on exact

fitness and update surrogate” block in Figure 4.5) is an essential issue in surrogate-based op-
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timization. The baseline intelligent watermarking system already relies on GMM modeling of

all solutions found through all generations (optimization history) in order to model a fitness

landscape. A GMM is a powerful statistical modeling technique which consists of a linear

combination of a finite number of Gaussian models

p(x|Θ) =
K∑
j=1

αjN (x;μj,Σj) (4.4)

where p(x|Θ) is the probability density function (pdf) of a continuous random vector x given

a mixture model Θ, K is the number of mixtures, αj is the mixing weights, parameters of the

jth model (with 0 < αj ≤ 1 and
∑K

j=1 αj = 1) and N (x;μj ,Σj) is a multivariate Gaussian

probability density function (pdf) with mean vector μj and covariance matrix Σj .

In the baseline approach, a GMM is first estimated in batch mode with optimization history

data using Expectation Maximization (EM) (Figueiredo and Jain, 2000). Then, this new GMM

is either inserted or employed in order to update an existing GMM in the LTM according to a

distance metric (Sfikas et al., 2005). During update, components of the the new and existing

GMMs are merged based on their Bhattacharyya distance (Hennig, 2010).

Since the proposed approach relies on GMMs obtained for a training stream of images in order

to predict fitness values for a different stream of images, it is crucial to adapt a GMM using

new data. An intuitive approach would be to use the same strategy employed in the baseline

system (train a new GMM using new data and then merge with the existing GMM). However,

the number of data points needed to estimate a covariance matrix is Nd = d + d(d + 1)/2

which means it grows quadratically with dimension d (Figueiredo and Jain, 2000) making

unfeasible the applicability of such approach for a small quantity of data. Engel and Heinen

(Engel and Heinen, 2010) tackle this problem by starting with an initial uniform covariance

matrix Σ0 = σ2
iniI where σini is the width of the initial covariance matrix and I is an identity

matrix and incrementally adding new components or updating existing ones based on a novelty

criterion. Such approach assumes an untrained GMM and is justified in situations where a

new GMM has to be trained from scratch in an on-line fashion. However, there are several

practical limitations on training a GMM using a small quantity of data such as initialization of
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mixture components, escaping from situations where two or more components share the same

data points, defining the appropriate number of components (Figueiredo and Jain, 2000).

Since we rely on an initial GMM trained in batch mode using a technique that can tackle

the issues above, we can rely on this initial model and then adjust its components using new

data. There are two strategies to do that. The first is to rely on some sort of statistics for

each component about the previous update in order to adjust the components using the new

datum (Yamanishi et al., 2000; Zhang and Scordilis, 2008). The second is to rely on a learning

factor which is gradually decreased (Stauffer and Grimson, 2000). We will employ the second

approach (slightly adapted to our specific problem) since the first assumes a fixed number of

components and our baseline memory management mechanism employs pruning in order to

adjust the number of components according to new data which would result in loss of such

statistic. Given a new datum xt at time t, we first find the index of the component that best fits

xt:

j∗ = argmaxj{N (xt;μj,Σj)} (4.5)

and then update the mixture weights of the components:

αt
j =

⎧⎪⎨
⎪⎩
(1− γ)αt−1

j + γ, if j = j∗

(1− γ)αt−1
j , otherwise

(4.6)

where γ is the learning rate. The mean and covariance matrix of the best fit component are

updated in a similar manner:

μt
j∗ = (1− ρ)μt−1

j∗ + ρxt (4.7)

Σt
j∗ = (1− ρ)Σt−1

j∗ + ρ(xt − μt
j∗)

T (xt − μt
j∗) (4.8)

where

ρ = αt−1
j∗ N (xt;μ

t−1
j∗ ,Σt−1

j∗ ) (4.9)
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4.4.3.2 Gaussian Mixture Regression (GMR)

In the proposed approach, GMR (see “Iterate swarm XA on surrogate” block in Figure 4.4 and

“PSO swarm XA on surrogate” block in Figure 4.5) allows employing the knowledge of previ-

ous cases of optimization to decrease the computational burden of re-optimization. The main

motivation for relying on GMMs in order to model the fitness landscape of a stream of opti-

mization problems is that it combines the memorization ability of non-parametric techniques

with the compactness of parametric techniques. It has been observed in our previous research,

that in this specific application it allows a very precise sampling of the fitness landscape. Sam-

pling solutions from a GMM Θ = {(μ1,Σ1), ..., (μK ,ΣK)} is straightforward (Equation 4.3).

However, as observed by Sung (Sung, 2004), in order to employ a GMM in regression we must

assume a joint density of the form:

p(a1,a2) =
K∑
j=1

αjN (a1,a2;μj,Σj) (4.10)

where a1 = x is the independent (design) variable, a2 = f(x) is the dependent variable and:

μj =

⎡
⎣μj,1

μj,2

⎤
⎦ (4.11)

Σj =

⎡
⎣Σj,11 Σj,12

Σj,21 Σj,22

⎤
⎦ (4.12)

which is not the case in Equation 4.3.

By deriving Equation 4.10, Sung (Sung, 2004) formulated that such partition of a density al-

lows employing a GMM as a regression model:

f̂(x,Θ) =
K∑
j=1

Pj(θj|x)mj(x) (4.13)

ε2(x,Θ) =
K∑
j=1

Pj(θj|x)(mj(x)
2 + σ2

j )− (
K∑
j=1

Pj(θj|x)mj(x))
2 (4.14)
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where:

mj(x) = μj,1 +Σj,21Σ
−1
j,11(x− μj,1) (4.15)

σ2
j = Σj,22 −Σj,21Σ

−1
j,11Σj,12 (4.16)

Pj(θj|x) = αjN (x;μj,11,Σj,11)∑K
j=1 αjN (x;μj,1,Σj,11)

(4.17)

This approach provides a distribution of the predicted value with f̂(x) as the mean and ε2(x)

as the covariance matrix. This makes GMR a very interesting approach for situations where

a smooth approximation of a function is necessary like robotics (Calinon, 2009). Predicting

fitness values using this technique is straightforward, for a given x, we compute fP (x) =

f̂(x) + ε(x) using Equations 4.13 and 4.14. It is important noticing that in the given applica-

tion, the predicted value and error are scalars (mean and variance) rather than a vector and a

covariance matrix.

4.4.3.3 Evolution control

Avoiding convergence to false optima is one of the most important issues in harnessing the

computational cost savings allowed by surrogate-based optimization. This is specially impor-

tant for level 3 which relies mostly on surrogate fitness evaluation. For this reason, we propose

the use of an evolution control mechanism (see “Evolution control” block in Figure 4.4) for the

off-line surrogate in order to mitigate this problem. Because of the space-filling nature of surro-

gate models, optima will consist many times of an interpolation of many different near optimal

points. For this reason, model fidelity tends to be improved as the model is updated. However,

this requires re-evaluating more fitness values resulting in an increase in computational burden.

As mentioned before, the model fidelity versus computational burden trade-off varies across

different applications and can be adjusted with the use of evolution control. There are two

main approaches to evolution control (Jin et al., 2000): (1) controlled individuals; (2) con-

trolled generations. In controlled individuals, the actual and predicted fitness values of part of
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the individuals in the population are re-evaluated with the real fitness function. In controlled

population, the whole population is re-evaluated at a certain time interval.

We propose using an individual-based approach as it has a smaller computational burden than

generation-based approach. In our approach, for each generation, solutions in the surrogate

swarm are ranked according to their surrogate fitness value and the Ns1 best performing so-

lutions are re-evaluated in the exact function f(x). If both, the predicted and effective fitness

value for the best re-evaluated solution is better than that of the best re-evaluated solution (opti-

mal) found so far, then the optimal solution is replaced by the best re-evaluated solution for that

generation. This can be seen as a pre-selection strategy (Gräning et al., 2005) as the parents of

the next generation (attractors in PSO terms) are chosen among the best re-evaluated solutions.

4.4.3.4 Off-line surrogate PSO

In the off-line surrogate optimization, the PSO approach described in (Vellasques et al., 2011)

will be employed in order to optimize the embedding parameters, but using the surrogate as

fitness function (approach described in Section 4.4.3.2). The surrogate is initialized with the

best recalled mixture (see 4 in Figure 4.4). The best recalled mixture is the one that resulted in

the smallest KS value during STM/LTM recall. After that, the surrogate is updated using all the

solutions re-sampled during recall and their re-evaluated fitness solution (based on the approach

described in Section 4.4.3.1). At each generation, the velocity and position of surrogate swarm

solutions (XA) are updated based on the surrogate fitness and the Ns1 best solutions are re-

evaluated in Coi. The model is updated using these solutions and their re-evaluated fitness.

If the best re-evaluated fitness (f(xg,s1)) improves the candidate optimal solution (XS,o) then

the surrogate global best (pg∗,s1) is replaced with it. This process (optimization, re-evaluation,

model update, best solution update) is repeated until no improvement in the best solution occurs

for a given number of generations.

It is important to observe that in surrogated-based optimization, predicted improvements in

XS,o must correspond to actual improvements. That is, if an improvement has been predicted

but not achieved (or the opposite), it means that the surrogate provides little knowledge about
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that specific region. Therefore we propose updating XS,o only if an improvement has been

predicted and achieved (Dennis and Torczon, 1995) (more specifically, if
f(XS,o)−f(xg,s1)

XS,o−fP (xg,s1,Θ)
> 0).

After the stop criterion has been reached (no improvement in XS,o for a certain number of

generations), if at least one case of improvement has occurred during the whole optimization

process, the best re-evaluated solution found will be employed as is and the LTM is updated

with the surrogate model. Otherwise, level 4 is activated.

Algorithm 6 summarizes the off-line surrogate level. The optimal solution (xo1) is initialized

with the best recalled solution (line 1). Then, the surrogate model (Θb) is updated with all

the re-sampled solutions (XS) and respective fitness values (line 2). After that, the swarm is

iterated (velocity and position update) based on the surrogate fitness (line 4). The best Ns1

solutions are re-evaluated on image Co (line 5). If the best re-evaluated solution improves the

optimal solution (line 6), the optimal solution (line 7) and the surrogate swarm global best (line

8) are updated with the best re-evaluated solution. Next, the surrogate model is updated with

the best Ns1 re-evaluated solutions (line 10). Lines 4 to 10 are repeated until a stop criterion

has been reached (optimal solution did not improve for a certain number of generations). Next,

if at least one improvement occurred in the optimal solution (line 12), the LTM is updated

(either merge or insert) with the surrogate (line 13) and the optimal solutions is employed on

Co avoiding the costlier level 4.

4.4.3.5 On-line surrogate PSO

The on-line surrogate technique is based on the approach of Parno et al (Parno et al., 2011).

Two populations (XA and XB) are employed, one for the surrogate fitness function and another

one for the exact fitness. The XB population is partially initialized with solutions sampled from

the same mixture employed in the surrogate initialization (see 6 in Figure 4.5). Optimization

is performed first using population XA on the surrogate fitness function (see 7 in Figure 4.5).

The best solution from XA (pg,s2) is re-evaluated in the current image. If it improves the neigh-

borhood best of population XB, that neighborhood best is replaced with pg,s2. The surrogate

model is updated using the re-evaluated solution. Next, an iteration is performed using popula-

tion XB on the exact fitness. This process (optimization on XA, re-evaluation on exact fitness,
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Algorithm 6 Off-line surrogate optimization.

Inputs:
Co – cover image.

Θb – surrogate model (mixture model which resulted in best KS value during recall).

XS – set of all solutions sampled during recall.

Ns1 – number of solutions for evolution control.

Definitions:
XS,o – best recalled solution.

fP (x,Θ) – surrogate fitness (Equations 4.2, 4.13 and 4.14).

xg,s1 – best re-evaluated solution for current generation.

pg∗,s1 – surrogate swarm global best.

Output:
xo1 – optimal solution.

1: xo1 ← XS,o

2: Update Θb with XS (Equations 4.6, 4.7 and 4.8).

3: repeat
4: Iterate swarm (update particles velocity and position) based on fP (x,Θ).
5: Re-evaluate the best Ns1 solutions on Co.

6: if f(xo1)−f(xg,s1)

f(xo1)−fP (xg,s1,Θb)
> 0 then

7: xo1 ← xg,s1

8: pg∗,s1 ← xg,s1

9: end if
10: Update Θb with the best Ns1 solutions and respective re-evaluated fitness values.

11: until Stop criterion has been reached

12: if f(xo1) < f(XS,o) then
13: Update LTM with Θb.

14: end if

injecting the re-evaluated solution on XB, iteration on XB) is repeated until a stop criterion

has been reached.

This approach allows avoiding the extra cost of stratified sampling since (1) the initial model

is expected to provide some knowledge about the new problem; (2) surrogate in level 4 is more

like an insurance policy for the previous levels (in the worst case, the surrogate will provide no

improvement and the performance will be equivalent to that of completely reseting the swarm

for each new image). However, as observed in (Parno et al., 2011), such approach generally

results in a speed up in convergence time compared to full optimization. The reason is that
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it relies primarily on exact fitness evaluations, which should compensate any false optimum

found in the surrogate fitness. Thus, evolution control is not an issue in level 4.

After optimization if finished, the best solution is employed for the given image and all solu-

tions found during the course of the optimization of the exact function are employed in order

to train a GMM (see 8 in Figure 4.5). The resulting GMM and best solution will form a probe

that will replace the current STM probe. The LTM update works as follows: the GMM of the

new probe is either merged with the GMM of the most similar probe in the LTM or inserted

based on a C2 distance (Sfikas et al., 2005) threshold (computed over the last T cases of re-

optimization). The mean value of the smallest C2 distance for each update operation (μt
δ) is

computed for the T last cases of re-optimization. An insert occurs if C2−μt
δ is greater than the

standard deviation (σt
δ) for the same time-frame. Otherwise a merge operation is performed.

The LTM update procedure is described more carefully in (Vellasques et al., 2012b).

Algorithm 7 summarizes level 4. Initially, Ni solutions are re-sampled from the surrogate

model (Θb) and injected into the exact fitness swarm (XB, line 1). The optimal solution (xo2)

is initialized with the best recalled solution (line 2). Then, the solutions in the surrogate swarm

(XA) are initialized randomly (line 4) and XA is optimized based on the surrogate function

(line 5) until a stop criterion has been reached (global best did not improve for a certain num-

ber of iterations). Next, the surrogate global best (pg∗,s2) is re-evaluated on Co (line 6) and the

surrogate model is updated with the re-evaluated pg∗,s2 (line 7). After that, the corresponding

best neighbor in XB is updated with pg∗,s2 accordingly (lines 8 to 11). Next, XB is iterated

based on the exact fitness function (line 12) and the optimal solution is updated with the best

of generation (xB,g) accordingly (lines 13 to 15). The procedure between lines 4 and 15 is re-

peated until the stop criterion has been reached (xB,g did not improve xo2 for a certain number

of generations). Finally, a new GMM is created using genotypic and phenotypic data from all

re-evaluated solutions (including recall) and the STM/LTM memory is updated (line 17).
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Algorithm 7 On-line surrogate optimization.

Inputs:
Co – cover image.

Θb – mixture model which resulted in best KS value during recall.

Ni – amount of injected solutions.

Definitions:
pg – exact fitness swarm neighborhood best.

XA – surrogate population.

XB – exact function population.

xB,g – best of generation (XB).

pg∗,s2 – surrogate swarm global best.

Xx,k – k nearest neighbors of x in XB.

Output:
xo2 – optimal solution from XB.

1: Re-sample Ni solutions from Θb and inject into XB.

2: xo2 ← XS,o

3: repeat
4: Re-randomize XA.

5: Optimize XA based on Θb.

6: Re-evaluate pg∗,s2 on Co.

7: Update Θb with pg∗,s2.

8: pg ← minf(x){Xpg∗,s2,k}
9: if f(pg∗,s2) < pg then

10: pg ← pg∗,s2
11: end if
12: Iterate XB (update particles velocity and position) based on Co.

13: if f(xB,g) < f(xo2) then
14: xo2 ← xB,g

15: end if
16: until Stopping criterion (on XB) has been reached

17: Generate new GMM using phenotypic and genotypic data from all re-evaluated solutions

from all levels (including optimization history of level 4) and update STM and LTM with

new GMM and pg∗,s2.

4.5 Experimental methodology

For proof-of-concept simulations, two watermarks are employed in all experiments for all

databases as in (Vellasques et al., 2011, 2012b): the 26 × 36 resolution BancTec logo (Fig-
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ure 4.6a) as robust watermark and the 36 × 26 resolution Université du Québec logo (Figure

4.6b) as fragile watermark.

(a) (b)

Figure 4.6 Bi-tonal logos used as watermarks: (a) BancTec, and (b) Université du

Québec.

The experiments were conducted using the University of Oulu’s MediaTeam (Sauvola and

Kauniskangas, 1999) (OULU-1999) document image database, which is considerably hetero-

geneous. The same protocol was followed as in (Vellasques et al., 2012b): the images were

binarized and 15 of the 512 images were discarded because they have less than 1872 flippable

pixels (Muharemagic, 2004; Wu and Liu, 2004) which is the minimum required to embed the

watermarks presented above. Then, the 497 images were randomly split into a training set

containing 100 images (OULU-1999-TRAIN), and test set, containing 397 images (OULU-

1999-TEST). Figure 4.7 shows some examples from the OULU-1999-TRAIN database. Two

more homogeneous databases: TITI-61 and CVIU-113-3-4 containing respectively 61 and 342

binarized pages from issues 113(3) and 113(4) of the Computer Vision and Image Understand-

ing journal as described in (Vellasques et al., 2011) were employed. A database – named

SHUFFLE – comprising images from both Oulu and CVIU databases, but with their positions

shuffled was also employed.

The proposed approach was evaluated for optimization of embedding parameters for a bi-tonal

watermarking system by considering four main situations: (1) no attack; (2) cropping 1%; (3)

cropping 2%; (4) salt and pepper with intensity 0.02.

The technique described in (Vellasques et al., 2012b) was applied to OULU-1999-TRAIN,

TITI-61 data and a combination of both. Simulations were conducted based on the four situ-

ations described above in order to create the memories for the DS-DPSO simulations. These
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(a) (b) (c) (d)

Figure 4.7 Examples of document images from OULU-1999-TRAIN: (a) image 1, (b)

image 2, (c) image 5, and (d) image 6.

were conducted on the OULU-1999-TEST, CVIU-113-3-4 and SHUFFLE streams in order to

validate the following cases.

Case I – adaptation performance

Tackling adaptation in scenarios involving significant variations in the stream of optimization

problems is the motivation behind the proposed approach. In order to validate adaptability,

the memory of OULU-1999-TRAIN is employed with no attack as a starting point for OULU-

1999-TRAIN with cropping of 2%. Next, the resulting memory for OULU-1999-TRAIN is

employed with salt and pepper 0.02. Finally, the resulting memory is employed as starting

point in four separate scenarios for OULU-1999-TEST: (I) no attack, (II) cropping of 2%, (III)

salt and pepper with intensity of 0.02, (IV) randomly chosen attacks (no attack, cropping 2%,

salt and pepper 0.02) and (IVa) same as IV but without the use of a memory of previous cases

of optimization (to validate the impact of previous knowledge in such challenging scenario).

Case II – comparison to previous DPSO approach (Vellasques et al., 2012b)

In order to evaluate the performance of the proposed approach in a more stable scenario, simu-

lations are performed using no attack and cropping of 1% on all streams. Simulations with and

without the use of a previous memory are performed for the test streams in order to assess the

impact of a previous memory in the performance of the proposed approach.
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Case III – memorization capacity

In the memorization experiment, the memory management mechanism is de-activated first (all

re-optimizations result in a LTM insert operation) in order to avoid any possible bias caused

by the merge operators (memory management is resumed in the test phase). Then, a mem-

ory is created by applying the proposed technique with both, level 3 and surrogate of level 4

de-activated to OULU-1999-TRAIN with cropping of 1%. A more restrictive confidence level

(αCrit) of 0.8 during training is proposed for this particular case in order to obtain high fidelity

probes (we propose a less restrictive confidence level of 0.95 for all the other simulations).

Then, a probe from OULU-1999-TRAIN is chosen and has its performance evaluated for the

off-line and on-line surrogate mechanisms (on OULU-1999-TRAIN as well) in two situations:

(1) for cases where the selected probe resulted in a successful recall; (2) for cases where re-

optimization was triggered. The motivation for this experiment is to understand the impact of

previous knowledge in the computational cost of a given optimization task and also to under-

stand at what point previous knowledge can be helpful when the new problem is knowingly

different from any previous problem.

Case IV – management of different attacks

To validate how well the proposed approach can tackle other attacks, we created two other

memories using OULU-1999-TRAIN: one using cropping of 2% and another one using salt

and pepper with 0.02 intensity. Then, these memories are employed in OULU-1999-TEST for

the same two attacks. We also evaluated the performance of the proposed approach without the

use of a previous memory on both, the OULU-1999-TRAIN and OULU-1999-TEST streams.

Parameters values

In the first two levels, 19 solutions are re-sampled and are re-evaluated along with the global

best for change detection. DPSO parameters for levels 3 and 4 are set as in (Vellasques et al.,
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2011). Constants c1 and c2 are set to 2.05 while χ is set to 0.7298. Population size is set to

20 particles and optimization halts if the global best has not improved for 20 iterations. The

neighborhood size of the L-Best topology is set to 3.

The number of solutions employed in the evolution control for level 3 (Ns1) was set to 6 which

corresponds to 30% of the population. The constant ρc defines the trade-off between exploita-

tion and exploration for the surrogate and was set to 1. The LTM size was limited to 20 probes.

In all cases, the DPSO stops optimization if the global best has not improved for 20 gener-

ations. The number of previous cases of re-optimizations employed in order to compute the

insert/update threshold (T ) was set to 10. In level 4, surrogate-based DPSO is performed for

each generation of exact fitness DPSO. The neighborhood size for the DPSO approach (and

for the comparison in the on-line surrogate update) was set to 3. The learning rate of the GMM

update technique (γ) was set to 0.02 at the beginning of each re-optimization and decreased for

each sample (γt = dγγ
t−1) where dγ = 0.99 is the learning rate decay.

Table 4.1 Parameters employed in most of the simulations.

Parameter Description Value
αCrit Confidence level 0.95

γ0 Initial learning rate 0.02

dγ Learning rate decay 0.99

|X| Population size 20

Ns1 Evolution control population size 6

ρc Surrogate exploration/exploitation trade-off 1

c1 Acceleration constant 1 2.05

c2 Acceleration constant 2 2.05

T Number of previous re-optimizations to compute the in-

sert/update threshold

10

χ Constriction factor 0.7298
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4.6 Simulation results

4.6.1 Case I – adaptation performance

The simulations involving adaptation over heterogeneous streams (Tables 4.2 and 4.3) show

the main advantage of the proposed DS-DPSO approach. Since adaptation involves a more

restrictive confidence level (0.8) which leads to more re-optimizations, the surrogate optimizers

become more dominant than for homogeneous streams.

In the first transition (OULU-1999-TRAIN with no attack to OULU-1999-TRAIN with crop-

ping 2%), the proposed approach allowed substantial decrease in computational burden. In

the 8 times re-optimization was triggered, the off-line surrogate allowed an improvement in 3

cases, avoiding costly on-line optimization. For this reason, the total number of fitness values

suffered decreased of 26.6% compared to the GMM-based approach (from 13500 to 9903).

The same improvement in computational performance was noticed for the second transition (to

OULU-1999-TRAIN with salt and pepper 0.02). This time, off-line surrogate optimization was

enough for 5 of the 14 cases of re-optimization. This led to a decrease of 12.9% in the number

of fitness evaluations compared to the GMM-based approach (from 18360 to 15990). It is worth

noticing that such decrease was made possible despite a higher number of re-optimizations for

the DS-DPSO approach (14 versus 12). The same phenomenon was repeated for the OULU-

1999-TEST with cropping of 2% (a decrease of 24.6%), salt and pepper 0.02 (a decrease of

36%).

In all cases, DS-DPSO had a smaller computational burden when compared to the previous

approach while the watermarking performance was practically the same.

4.6.2 Case II – comparison to previous DPSO approach (Vellasques et al., 2012b)

In terms of computational burden, the DS-DPSO approach resulted in improvement for most

cases (Table 4.4). All this, with a comparable precision (Table 4.5).
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Figures 4.8a to 4.8h show the computational cost for the recall, off-line and on-line levels (no

attack) compared to full optimization while Figures 4.9a to 4.9h shows the same but for the

cropping 1% simulations.

4.6.2.1 Heterogeneous streams

For the OULU-1999-TEST stream with no attack with training, re-optimization was triggered

14 times. The on-line surrogate was triggered in 12 of these cases which is twice the number

of re-optimizations for the GMM-based approach. For this reason, there was an increase of

46.6% in the computational burden compared to the GMM-based approach. Yet, it is important

to notice however that the levels 3 and 4 have a smaller computational burden than completely

reseting the swarm (Figure 4.8c).

For the SHUFFLE stream with no attack with training, re-optimization was triggered 18 times

(versus 16 for the GMM-based approach) and the off-line surrogate replaced the more expen-

sive on-line surrogate for 3 of these cases. The proposed approach was 2.3% costlier than the

GMM-based approach. But again, it is worth noticing that in average, levels 3 and 4 are still

less expensive than completely resetting the swarm (see Figure 4.8h).

It is possible to observe that for the “no attack” case, the use of a training sequence was not

helpful since, for both, OULU-1999-TEST and SHUFFLE streams, there was even a slight

increase in the number of fitness evaluations when a training sequence was employed. It is

also worth noticing that for the OULU-1999-TRAIN stream, the performance of the proposed

approach was even worse than that of the GMM-based approach.

The OULU-1999-TEST with cropping 1% resulted in 8 re-optimizations (versus 16 for the

GMM-based approach). The off-line surrogate was enough in 3 of these cases. Combined, the

smaller number of re-optimizations and use of surrogates allowed a decrease of 29.4% in the

number of fitness evaluations (from 26760 to 18890) compared to the GMM-based approach.
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Figure 4.8 Breakdown of computational cost for the “no attack” simulations (compared

to full optimization). (a) OULU-1999-TRAIN, no training. (b) OULU-1999-TEST, no

training. (c) OULU-1999-TEST, training. (d) TITI-61, no training. (e) CVIU-113-3-4, no

training. (f) CVIU-113-3-4, training. (g) SHUFFLE, no training. (h) SHUFFLE, training.

The SHUFFLE stream with cropping 1% resulted in a single re-optimization (versus 17 for the

GMM-based approach). This led to a decrease of 34.7% in the number of fitness evaluations

between both techniques in the given scenario.
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Figure 4.9 Breakdown of computational cost for the cropping 1% simulations

(compared to full optimization). (a) OULU-1999-TRAIN, no training. (b)

OULU-1999-TEST, no training. (c) OULU-1999-TEST, training. (d) TITI-61, no

training. (e) CVIU-113-3-4, no training. (f) CVIU-113-3-4, training. (g) SHUFFLE, no

training. (h) SHUFFLE, training.

In the cropping 1% case, the use of a memory of previous solutions affected the computational

cost positively. For the OULU-1999-TEST stream, the use of a training sequence led to a

decrease of 27.6% in the number of fitness evaluations (from 26104 to 18890) while for the
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SHUFFLE stream the use of a training sequence led to a decrease of 37.9% (from 38155 to

23690). This time, the computational burden of the proposed approach for the OULU-1999-

TRAIN stream was smaller than that of the previous approach.

4.6.2.2 Homogeneous streams

As observed in Tables 4.4 and 4.5, the proposed technique performance for the CVIU-113-3-4

stream with no attack resulted in a decrease of 15% in the number of fitness values (14090

versus 16600) compared to the GMM-based approach at an equivalent watermarking perfor-

mance. Re-optimization was triggered 4 times (versus 7 for the GMM-based approach) and in

all cases led to level 4 of the approach. For the cropping 1% case, optimization was not trig-

gered at all (as for the GMM-based approach) therefore the computational burden performance

of both approaches was nearly identical in this case.

For the no attack case, the use of a training sequence led to a decrease in the number of fit-

ness evaluations for the proposed approach. As for the heterogeneous streams, the proposed

approach performed worse than the previous approach for shorter streams.

4.6.3 Case III – memorization capacity

Re-optimization was triggered 21 times in training mode (OULU-1999-TRAIN). A probe was

picked and tested against a set of 23 positive images (which resulted in successful recall for

that probe) and a set of negative images (which resulted in re-optimization).

Table 4.6 shows the computational cost performance (exact fitness evaluations) for surrogate-

based optimization versus no surrogate full optimization in both cases (positive and negative).

It is possible to observe that the off-line surrogate resulted in a considerable decrease in the

number of fitness evaluations. It is also worth noticing that for the on-line surrogate, although

the fitness evaluations are performed primarily on the images, there was still a considerable

decrease in the number of exact fitness evaluations which shows that the surrogate increases

the convergence speed of the main population.
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Figure 4.10 shows the difference between the fitness values (ΔFitness) of full optimization

(no surrogate) and surrogate-based optimization (both, off-line and on-line), for each of the

positive images. The off-line surrogate (Figure 4.10a) resulted in a slight fitness degradation

for a few images, but for most of them, the fitness values were quite similar to those obtained

in full optimization. For the on-line surrogate instead (Figure 4.10b), it was possible to observe

even a slight improvement in the fitness values for some images.
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Figure 4.10 Surrogate optimization performance for positive images. (a) Off-line

surrogate. (b) On-line surrogate.

Figure 4.11 shows ΔFitness for the negative images. Here it is possible to observe a greater

instability for the off-line surrogate (Figure 4.11a) while the on-line surrogate (Figure 4.11b)

resulted in a similar performance to that observed for the positive images (as before, there was

even an improvement in performance for some images). This demonstrates that as expected,

the on-line surrogate is more sensitive to prior knowledge than the off-line surrogate. But it is

also worth noticing that the fitness performance was quite good for some images of the off-line

surrogate (despite being negative images). This justifies the dual surrogate approach.

It is important to observe that the Mean Squared Error (MSE) between the fitness values ob-

tained in full optimization and in the proposed approach are negligible. However, for both

subsets, the MSE obtained for the off-line surrogate is greater than that obtained for the on-line

surrogate. It is also worth noticing a considerable deterioration in MSE between the positive

and negative images. This justifies the use of an on-line surrogate as a safeguard.
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Figure 4.11 Surrogate optimization performance for negative images. (a) Off-line

surrogate. (b) On-line surrogate.

4.6.4 Case IV – management of different attacks

The performance for cropping 2% and salt and pepper 0.02 (Tables 4.7 and 4.8) was compatible

with that of cropping 1%.

In the case of cropping 2% (OULU-1999-TEST with learning), re-optimization was triggered

twice. Only one of these cases required the on-line surrogate (level 4). The number of fitness

evaluations suffered a decrease of 7.4% (from 19800 to 18339) when compared to the GMM-

based approach.

For the salt and pepper 0.02 (OULU-1999-TEST with learning), re-optimization was triggered

once. However, this single case was costlier than full reset (1365 versus 1000 fitness evalua-

tions) as the off-line surrogate did not result in an improvement.

4.6.5 Discussion

Overall, the simulation results demonstrated that the off-line surrogate allows a considerable

decrease in the number of fitness evaluations for the cases where re-optimization is triggered.

The on-line surrogate operates as a safeguard for the whole system. Since the objective of the

on-line surrogate is to improve convergence speed of the population of the exact fitness func-

tion, it can be said that its efficiency is tied to how inefficient is the main population. For this
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reason, in some cases, when the fourth level was required, it implied in a larger computational

burden than full reset. But it is important to remark that this cost also involves the cost of the

previous three levels. Therefore, it can be said as a safeguard, the use of a surrogate is preferred

to simply using full reset.

The adaptation on more heterogeneous streams simulations demonstrated the main advantage

of the proposed approach. In situations involving substantial variability in the stream of op-

timization problems, the number of re-optimizations is expected to increase considerably. In

such case, replacing costly full reset by a lighter surrogate-based optimization becomes cru-

cial. The off-line surrogate was enough in numerous cases in such scenario, allowing even

a more substantial decrease in computational burden compared to the more stable scenarios.

This advantage can be seen more clearly in Figure 4.12.

For cases of re-optimization (heterogeneous streams), the off-line surrogate successfully re-

placed the heavier on-line surrogate in numerous situations. Moreover, in many of the cases

where it failed, the on-line surrogate gave a boost to the convergence speed of the main swarm,

resulting in a further decrease (despite the last resort nature of the fourth level). It was ob-

served that for the no attack case, the use of a memory of previous solutions is irrelevant in

what regards decreasing the computational burden. The reason is that the memory in such case

is a tool to aid adaptation to novel cases of optimization. Thus, it becomes less important in

situations involving little adaptation as the no attack case.

In the memorization simulations, it was possible to observe in general that previous knowledge

plays an important role in the performance of the off-line surrogate. It was also possible to ob-

serve that for the negative examples (which represent the exact situation in which the surrogate

based-optimization is expected to work) the off-line surrogate still allows good watermarking

performance for a small fraction of the computational burden of full optimization with no sur-

rogate. And yet, the on-line surrogate works as a safety net for the whole system but also with

a smaller computational burden than full optimization with no surrogate.

Finally, the simulations involving homogeneous streams showed one limitation of the pro-

posed approach. The gain obtained by the surrogate-based approach is limited by the number
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Figure 4.12 Decrease in fitness evaluations (DFE) of DS-DPSO versus GMM-based

approach. (a) Cropping 1%, no adaptation. (b) Adaptation simulations.

of re-optimizations. And the number of re-optimizations depends on probe precision. Since

solutions obtained during the course of optimization are employed in order to create a probe,

probe precision varies depending on the amount of novelty brought by these solutions. Be-

cause of their smaller computational burden, memory recall operations are preferred over re-

optimization. However, in a case of re-optimization, the use of a surrogate allows a consider-

able decrease in computational burden compared to full reset.

These experimental results support our strategy of employing two surrogates with different

trade-offs between fidelity and computational burden rather than focusing on the detail level

(global or local) of each surrogate. It also shows that the use of a memory of surrogates, trained

with a separate set of images, contributes even further to the performance of the dual surrogate.

Since it was observed that the use of a memory stream is irrelevant for small and stable streams,

employing the previous approach is recommended in order to create a memory (using a training

stream) and then, employing the proposed approach for larger streams, in situations requiring

adaptability.

4.7 Conclusion

In this chapter, a multi-level intelligent watermarking system was proposed. This system is

based in four levels. Each level increases the precision of the preceding level at the cost of

higher computational burden. The first two levels, as defined in a previous research, comprise
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memory recall. These two levels allow matching new optimization problems to previously

seen problems stored in a memory of GMMs and recalling ready-to-use solutions for similar

problems. The other two levels (3 and 4) are optimization levels and are only activated when

the recall modules fail (if embedding parameters require a significant adaptation). During

optimization, the most adequate GMM is employed as a surrogate, which is initially updated

with the fitness values obtained during recall. The third level performs exploitation and aims

at optimizing problems where the optimum is near the surrogate optimum, but could not be

found during recall. The fourth level works as a safety net for the whole system, but relies on

a surrogate in order to boost convergence.

This approach of using a memory of previously learned surrogates, matched to the new problem

using sampling and statistical test is novel and is one of the main contributions of our research.

Moreover, this idea of focusing on the trade-off between cost and fidelity of the surrogate rather

than on the detail level is also novel and is a secondary contribution of our research.

Experimental results demonstrate that when previous knowledge is available, the off-line sur-

rogate is expected to result in a fitness performance comparable to that of full optimization

(with no surrogate) but at a fraction of its cost. It was also demonstrated that in a real situation

where the recall failed, it will allow avoiding a more costly on-line surrogate optimization. The

on-line surrogate by its way, resulted in a fitness performance that is nearly identical to that of

no surrogate (even for cases where recall failed) but with a computational burden that is usually

cheaper than that of no surrogate. For this reason, the proposed approach allowed computa-

tional savings of up to 93% compared to full optimization in scenarios involving heterogeneous

image streams with changing attacks.

These results validate our research hypothesis that whenever re-optimization is triggered, the

best fit model should provide a good starting point for building a surrogate for the new prob-

lem and even if it cannot, it could still decrease the computational burden of optimization by

speeding up convergence. It also demonstrates that knowledge of a new problem can be incor-

porated into knowledge of previous problems in order to make the model better fit to the new

problem. Finally, the results demonstrate the main advantage of the proposed approach which
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is tackling intelligent watermarking in scenarios involving substantial variability in the stream

of optimization problems.
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GENERAL CONCLUSION

In this thesis intelligent watermarking in scenarios involving long streams of document images

was investigated. The main objective of the research conducted was to find means of decreasing

the computational burden of intelligent watermarking in such scenario. This was achieved by a

sequence of investigations on some of the essential aspects in tackling intelligent watermarking

of long streams of document images.

The first contribution (Chapter I) comprised a literature review on intelligent watermarking.

That study allowed identifying some of the main issues in the area. One of these issues was that

most intelligent watermarking techniques rely on the use of evolutionary computing to optimize

embedding parameters for every image which is very costly for real world applications.

This led to the second contribution (Chapter II) where intelligent watermarking was first for-

mulated as a dynamic optimization problem and a technique that allows replacing costly re-

optimization operations with recalls to a memory of static solutions was proposed. That tech-

nique was tailored to scenarios involving homogeneous streams of document images. A change

detection mechanism, allowed precisely measuring the similarity between new and previous

cases of optimizations. With this, ready-to-use solutions stored in the memory could be em-

ployed directly in situations where a new problem was similar to a previously seen problem.

The benefit of replacing re-optimization with memory recall in such case was demonstrated

empirically.

In the third contribution (Chapter III) an adaptive memory scheme was devised, based on the

use of Gaussian Mixture Models (GMMs). The use of GMM resulted in memory elements

that are less biased to the problems that generated them. Moreover, the proposed memory

scheme allowed learning the stream of optimization problems in an incremental manner. This

concept of storing density estimates of fitness and parameter information of all solutions found

during optimization is to the best of our knowledge, novel. The result was a memory that

can adapt to variations in the streams of optimization problems like in scenarios involving

heterogeneous image streams. Experimental results demonstrate that such type of memory has
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a better learning capability compared to a memory of static solutions for heterogeneous image

streams.

Finally, in the fourth contribution (Chapter IV), a strategy that allows employing the memory

of GMMs in order to further decrease the cost of intelligent watermarking by replacing fitness

evaluations with Gaussian Mixture Regression (GMR) during re-optimization was proposed.

The four-level optimization scheme is a consolidation of the research conducted on the previous

two approaches. At each level, an attempt to solve the specific problem instance is made. If

it fails, another attempt is made, but in a higher level with increasing precision but at a higher

computational burden. The last level works as a safeguard to the whole system and at that point,

attempts to decrease computational burden are performed in a best case basis. This allowed a

machine learning formulation of optimization – approximations of the fitness landscape are

first built in a controlled environment and can then be deployed to a test environment where

the computational burden constraints are more severe. Experimental results demonstrate that

such approach decreases significantly the cost of re-optimization compared to the alternative

of completely resetting the population.

Future work

Three main directions to future investigations can be considered:

• Evaluating the proposed DPSO technique in other recurrent problems. Numerous real

world applications involve optimization of recurrent streams of optimization problems,

specially in scenarios involving streamed data like video, audio and images. One of those

is tracking moving objects in video sequences. In machine learning, applications requir-

ing optimization of heuristic parameters of classifiers in scenarios involving dynamic

data streams is very common.

• Evaluating other types of watermarking systems. The motivation for relying on bi-tonal

watermarking is that most document analysis applications rely on bi-tonal images. How-

ever, the proposed technique sees a watermarking system as a black-box. Therefore, it
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would be very interesting to evaluate how does the proposed DPSO technique behaves

in grey-scale and/or color watermarking.

• Synthetic benchmark functions. One of the main difficulties of real-world problems is

that it is hard to fully know their properties. Thus, another possible line of investigation

would be to employ a set of recurrent benchmark functions in order to better understand

among other things how well can the proposed approach learn a stream of optimization

problems, what are its limitations in terms of adaptability.

• Module improvements/validation. The final system is considerably modular. There-

fore, an interesting research direction would be to evaluate alternatives for some of its

modules, including one or more PSO variants. The EC technique employed in the opti-

mization module must be capable of preserving population diversity. Therefore, a study

of alternative approaches which can improve the diversity preserving performance of the

approach employed on this research would be valuable. A study of alternatives to current

GMM and change detection modules would also be valuable.





APPENDIX I

BASELINE BI-TONAL WATERMARKING SYSTEM

1 Overview

The bi-tonal watermarking of Wu and Liu (Wu and Liu, 2004) was chosen as a test case due

to its modularity and flexibility. This solution has two main components, embedder and detec-

tor. This system can be viewed as a blind communication system, facing an Additive White

Gaussian Noise (AWGN) attack (Figure AI.1), where x is the cover signal, m is the message to

be encoded. w is the encoded message, to be embedded as a watermark, s is the watermarked

signal, v is the Additive White Gaussian Noise, r is the watermarked signal after being attacked

and m̂ is the detected message.

The two main components of this system are the watermark embedder and the watermark de-

tector. During embedding, the cover image is partitioned into blocks of equal size and each

bit of the message (watermark) is embedded on each of these blocks through manipulation of

the quantity of black pixels. Detection is the reverse process: the watermarked image is parti-

tioned on blocks of the same size employed on embedding and each bit is decoded from each

block by computing the number of black pixels for that block. The main advantage of a blind

watermarking system is that the original (cover) image is not required during detection. In Wu

and Liu’s system, this is attained by setting the number of black pixels per block to be either an

even number (to embed a ‘0’) or and odd number (to embed a ‘1’). This is known as odd/even

embedding and its main advantage is that only a few embedding parameters (such as the block

size) need to be known by the detector which makes it very good choice for distributed appli-

cations. However, the main limitation of odd/even embedding is that for any given block, the

Figure AI.1 Blind watermarking system viewed as a communication problem.
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(a) (b)

Figure AI.2 Illustration of multi-level watermarking. (a) Two watermarks are

embedded into a bank cheque. (b) The bank cheque is tampered but the robust watermark

can be recovered while the fragile is destroyed.

value of a embedded bit can be modified by merely flipping one black pixel in that block. To

cope with this, Wu and Liu proposed quantizing the number of black pixels based on a quan-

tization step size. Such strategy allows embedding multiple watermarks with different levels

of robustness to cope with different aspects of image security. Figure AI.2 illustrates a typical

application involving multi-level watermarking. In Figure AI.2a, two watermarks (a robust and

a fragile) are embedded into a bank cheque. Then in Figure AI.2b the numerical amount of the

watermarked cheque is modified (from $40.00 to $990.00, a clear case of fraud). The fragile

watermark is destroyed, which allows detecting that tampering has occurred while the robust

watermark resists the attack allowing for example to identify which person or institution was

the legal owner of that document image.

The watermarking process is subject to a trade-off between watermark robustness and image

quality, which can be seen as an optimization problem. In this thesis, different techniques are

proposed to allow the optimization of embedding parameters for long streams of document

images. One of they key concepts regards the use of Particle Swarm Optimization (PSO) to

tune the watermarking parameters for a given image and pair of watermarks. This concept is

depicted in Figure AI.3.

Below, the key elements of the approach employed in this thesis are described in details.
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Figure AI.3 Watermarking as an optimization problem.

1.1 Watermark embedder

1.1.1 Identification of flippable pixels

Since randomly flipping black pixels can lead to visual artifacts, numerous bi-tonal watermark-

ing systems employ some sort of flippability analysis technique which provides a ranking of

the pixels, based on how perceptible will be flipping them from black to white or vice-versa.

Therefore, this is one of the first steps of bi-tonal watermarking and is a process that only needs

to be performed on the embedder (as detection does not require flipping pixel values). Wu and

Liu (Wu and Liu, 2004) employ a flippability analysis technique based on the use of look-up

tables. However, such approach lacks flexibility in a scenario involving the optimization of

embedding parameters with the use of evolutionary computing. Muharemagic (Muharemagic,

2004) proposes a more flexible flippability metric named Structural Neighborhood Distortion

Measure (SNDM). This method uses a reciprocal distance matrix Dm in order to compute the

flippability of a pixel, based on its m×m neighbourhood.

The SNDM of a candidate pixel (cp) is computed as follows:

SNDMcp =
(cp ⊕ Nm) •Dm

| Dm | (18)
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Figure AI.4 Illustration of SNDM flippability analysis (Muharemagic, 2004).

where Nm represents the m×m neighborhood of cp.

Figure AI.4 from (Muharemagic, 2004) illustrates the flippability analysis process for two dif-

ferent image blocks of size 3 × 3. In both cases, the pixel being analyzed is located at the

center of the 3 × 3 window. It is clear that the flipping the value of the central pixel in Fig-

ure AI.4a will be much more perceptible than flipping the value of the central pixel in Figure

AI.4b. Consequently, the SNDM score for the block in Figure AI.4b is greater than that of

Figure AI.4a.

1.1.2 Shuffling of image pixels

Since one of the main uses of binary images is in the processing and storage of document

images, these images contain vast amount of white spaces, with little or no embedding pixels.

As will be shown later, the embedding is done per image block and if the pixel distribution

is uneven, some blocks will contain no embedding pixels, which will reduce the embedding

capacity for some blocks. Wu and Liu (Wu and Liu, 2004) demonstrated that shuffling allows

distributing the flippable pixels equally across the embedding blocks, leading to an optimal

embedding capacity. Shuffling consists of randomly shifting pixel positions across the image.

Figure AI.5 from (Wu and Liu, 2004) illustrates the effect of shuffling in the distribution of
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(a) (b)

(c) (d)

Figure AI.5 Effect of shuffling on distribution of flippable pixels (Wu and Liu, 2004).

(a) Sample image (President Bill Clinton’s signature). (b) Flippable pixels. (c) Partition

block and flippable pixels before shuffling. (d) Partition block and flippable pixels after

shuffling.

flippable pixels. It is possible to observe that before shuffling, some blocks contain no flippable

pixel at all (Figure AI.5c). After shuffling, all blocks contain approximately the same amount

of flippable pixels (Figure AI.5d).

Muharemagic (Muharemagic, 2004) proposed a method that performs the random shifting with

a O(N) complexity. The method works as follows (image I of width w and height h is repre-

sented in a single dimension of length N = w × h):

a. A shuffling key S is created. This key will contain the mapping of the original pixel

co-ordinates to the shuffled co-ordinates. This array can be initialized with its index.

Starting with the last element, a random index (with value smaller than current index)

is chosen. The value of the the current position is flipped with the value pointed by the

random index. Figure AI.6 depicts this process. In this example, a 5-elements array is

initialized with index values. Then a random number r is chosen. The current array

value is flipped with the value indexed by r. The process is repeated for every element

(towards the first).



196

Figure AI.6 Shuffling key generation.

b. Mapping is applied to image I . Swap pixel using the shuffling key:

I[i] ↔ I[S[i]] ∀ I[i]. (19)

Since a pseudo-random number generator is used in order to create the key, the seed is enough

for re-generating the key on the detector side.

1.1.3 Partitioning of the image into blocks

The image is divided into blocks of equal size. This process makes possible embedding a

multi-bit message into a given cover image as each bit is embedded into each block of the

cover image. Is important to notice that the same block size must be employed on embedding

and detection.

1.1.4 Conversion of watermark to a bit stream

Here the message to be embedded (which can be a logo, an integer number or a text string)

must be converted to a bit stream. Knowledge of message length (as long as about what type of

message is embedded) must be available at the detector. For example, throughout this thesis,

two watermarks (a robust and a fragile) of 936 bits are embedded and their dimensions are

known at both, the embedder and at the detector.



197

Figure AI.7 Simple odd-even embedding.

1.1.5 Embedding of the bit stream into cover image with the use of Uniform

Quantization (UQ) (Chen and Wornell, 2001) (Eggers et al., 2003)

The embedding of the bit stream into the cover image is performed in a one bit per block basis.

The feature used to embed a bit is the quantity of black pixels in the block. The naïve approach

is to force the quantity of black pixels to be even in order to embed a given value (e.g. ‘1’) or

odd to embed another (e.g. ‘0’). A pixel with a high flippability score can be flipped in order

to force this property. However this approach has a drawback: once a single pixel is changed,

the embedded bit will also change. This approach is not practical since it does not allow robust

embedding. Figure AI.7 depicts this embedding scheme. It can be seen that, any change on the

quantity of black pixels will change the embedded value.

An alternative is to quantize the number of black pixels, using a given quantization step (Q).

In this case, the quantity of black pixels must be 2kQ to embed a ‘1’ or (2k + 1)Q to embed a

‘0’. This has the effect of creating an “embedding bin”, that is the quantity of black pixels can

float in the ±Q/2 range without affecting the embedded value. This approach is illustrated on

Figure AI.8.

Eggers et al (Eggers et al., 2003) Scalar Costa Scheme (SCS) is a generalization of Chen and

Wornell (Chen and Wornell, 2001) and for that reason, it was the approach employed in this

thesis. In this method, in order to embed a bit dn into a given element of the cover signal xn (in

this case, quantity of black pixels of block n), a quantization of the cover signal must be done
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Figure AI.8 Uniform quantization.

Figure AI.9 Optimization on SCS scheme.

first

qn = QΔ{xn −Δ(
dn
D

+ kn)} − (xn −Δ(
dn
D

+ kn)) (20)

where QΔ{} is the scalar uniform quantization operation, Δ is the quantization step size (Q),

D is the alphabet size (2 for binary encoding), and kn is a pseudo-random number in the [0, 1)

range, used for security purpose.

It is possible to do a small optimization on this algorithm. If modulo of qn is greater than Δ/2,

it means that it is possible to embed the given bit by “targeting” the opposite neighbor bin.

That can be done by subtracting Δ from the modulo of qn. Figure AI.9 shows an hypothetical

situation, where |qn| > Δ/2 (in this case, qn = 5). Subtracting Δ from qn allows embedding

the given bit, but by changing only three pixels rather than five.
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The transmitted watermark sequence is obtained by multiplying qn by the embedding strength

α according to Eggers et al (Eggers et al., 2003), Chen and Wornell (Chen and Wornell, 2001)

can be seen a special case of SCS where α = 1.0

w = αq (21)

Finally, the watermark w is added to cover signal x

s = x+ w (22)

In this given application, sn will represent the number of black pixels in block n that is nec-

essary in order to embed bit dn. That is, the flippable pixels on block n must be changed

accordingly (if sn > xn, it is necessary to flip sn − xn white pixels, if sn < xn, xn − sn black

pixels to white, otherwise no pixel has to be flipped). The pixels are first sorted according to

their flippability score, and those with higher score are flipped first, until the condition sn = xn

is obtained. If such condition is not obtained, embedding of bit dn on block n with quantization

step Q does not occurr.

Since this method handles real values (kn), it is necessary to round the value of sn. The round-

ing error can be easily recovered on the detector side. The flippable pixels of block n must be

changed accordingly in order to force the number of black pixels to be equal to sn.

The parameter α is related with the choice of Δ and the given watermark power σ2
w

α =
σw

√
12

Δ
(23)
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Figure AI.10 Illustration of Uniform Quantization (UQ) embedding.

The authors also present a manner of calculating approximated optimal values for α and Δ for

given watermark power (σ2
w) and noise power (σ2

v)

αSCS,approx =

√
σ2
w

σ2
w + 2.71σ2

v

(24)

ΔSCS,approx =
√
12(σ2

w + 2.71σ2
v) (25)

The UQ embedding process is illustrated in Figure AI.10.

1.1.6 De-shuffling of watermarked image

The image is de-shuffled by applying the reverse operation of Equation 19.
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1.2 Watermark detector

1.2.1 Shuffling

The same process used during encoding is applied. The main issue here is shuffling key distri-

bution, since the key must be exactly the same as used on encoding. As mentioned before, a

reasonable alternative is to distribute only the seed (since the key generation relies on a pseudo-

random number sequence).

1.2.2 Partitioning

The same partitioning process applied on encoding is used on decoding.

1.2.3 Detection of the bit stream on cover image with the use of Uniform Quantization

(UQ) (Chen and Wornell, 2001) (Eggers et al., 2003)

Here the reverse process is applied to the received signal r (which contains the watermark w

and the noise signal v), that is r = x+w+v. Firstly, yn, is obtained with the use of the uniform

quantizer

yn = QΔ{rn − knΔ} − (rn − knΔ) (26)

After that, a linear decision is applied in order to extract the bit value from yn. If the value of

yn is close to either Q or 0, it means the corresponding bit is dn = 0. If the instead, the value of

yn is close to Q/2, it means the corresponding bit is dn = 1. Figure AI.11 depicts the decision

function.

The UQ detection process is illustrated in Figure AI.12.

1.2.4 Reconstruction of watermark with the use of detected bit stream

In the given application, the dimensions of the embedded logo image must be known on the

detector. With this, it is possible to reconstruct the logo using the content of the bit stream m̂.

http://www.rapport-gratuit.com/
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Figure AI.11 Detection decision.

Figure AI.12 Illustration of Uniform Quantization (UQ) detection.

2 Evaluating watermarking performance

In the communication model of digital watermarking, embedding of a given message into an

image is constrained by the robustness of the embedded watermark against image processing

operations and the impact of the watermarking process on image quality. Such trade-off can

be adjusted through manipulation of embedding parameters but is constrained by the embed-

ding capacity of each image (that is the main reason for the widespread use of evolutionary

computing to find such trade-off for each image).
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2.1 Visual impact

Three main metrics can be employed to assess the visual impact of such bi-tonal watermarking

system (Muharemagic, 2004), namely Mean Squared Error (MSE), Peak Signal-to-Noise Ratio

(PSNR) and Distance Reciprocal Distortion Measure (DRDM).

2.1.1 MSE

In order to compute the MSE for a binary image, it is necessary to first convert the grey-level

encoding, where white pixels value is equal to 255 and black pixel value is equal to 0 to a

binary encoding (all white pixels are set to 0 and all black pixels are set to 1). After that, for

each pixel of the two images (original or cover IO and watermarked IW ), the square of their

difference is computed and summed and the result is divided by the number of pixels.

MSE(IW , IO) =
1

n

∑
N

(iW [i]− iO[i])
2 (27)

2.1.2 PSNR

PSNR is used to evaluate the relation between the maximum signal (in the binary image case

1) and the noise caused by the embedding process. It is expressed using the logarithmic decibel

scale.

PSNR(IW , IO) = 10log10(
1∑

N(iW [i]− iO[i])2
) (28)

2.1.3 DRDM

The Distance-Reciprocal Distortion Measure (DRDM) (Lu et al., 2004) is a distortion metric

specifically proposed to evaluate the distortion between two binary images. Changes in a binary

image may affect the structure of elements within that image and this type of change affects

drastically the quality of the image. For this reason, care must be taken in order to avoid such

changes. The DRDM is based in the assumption that changes in pixels close to viewer’s focus

are more noticeable. Also, due to particularities of HVS, changes in diagonal neighbors of
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a pixel are less noticeable than changes on its immediate vertical and horizontal neighbors

(4-neighborhood).

A normalized weight matrix Wm, with size m ×m is used to compute the distortion between

two binary images. Each element of this matrix represents the reciprocal distance, relative to

the center pixel. The distortion between two binary images is calculated as:

d =

∑
dk

K
(29)

where K is the number of non-uniform (not all black or all white pixels) blocks and dk is the

distortion calculated for a given pixel with the use of a m×m window

dk =
∑
m×m

[|am − bm| ×Wm] (30)

2.2 Capacity

Capacity is usually computed in comparison with another metric. One of the tools based on

this concept is the capacity versus Watermark-to-Noise Ratio curve (Figure AI.13).
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APPENDIX II

EMPIRICAL RUNTIME PERFORMANCE

Although the standard approach in the evolutionary computing literature is to report computa-

tional cost performance in terms of number of fitness evaluations, when it comes to practical

applications it is important know how this fitness evaluation performance translates in terms of

CPU time. For this purpose, the CPU time performance of Full PSO, case-based and GMM-

based approaches are provided in this appendix. For the Full PSO and case-based approaches

the main aspect defining the the total CPU time to optimize an image stream is the number

of fitness evaluations and their respective CPU time. For the GMM-based and DS-DPSO ap-

proaches, there is the additional cost of training GMMs. Put differently, the processing time

for Full PSO and case-based approaches is just a factor of the number of fitness evaluations

while for the GMM-based and DS-DPSO it is a factor of the number of fitness evaluations and

the number of re-optimizations (since every re-optimization involves training a new GMM).

It is important to observe that the all experiments in this thesis were performed in a computer

cluster containing 17 nodes. Each of these nodes contain an Intel R© Core 2
TM

Quad Q6600

CPU with four cores of 2.4GHz and 7 GB of memory. All prototypes were coded in C++ and

rely on the Message Passing Interface (MPI) for parallelization. The architecture chosen was

the master-slave where a master node sends work for slave nodes. This means that all PSO and

memory management operations are performed by the master in a sequential manner while

the slaves perform fitness evaluations (watermark embedding and detection, attacks, BCR and

DRDM computation) in a parallel manner. Considering that the population size employed in

all simulations is 20 particles, this means that in this scenario, a total of 21 nodes are required

(one master and 20 slaves).

Full PSO CPU time performance is summarized in Table AII.1. For each case, the total CPU

time, the average CPU time per fitness evaluation plus the average CPU time per image are

reported. It is important to remark that these results were not scaled by the number of nodes

(they reflect effectively the time it took to run the simulations). It is possible to observe that in
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Table AII.1 Details of computational performance (CPU time) of Full PSO. CPU time

per fitness and per image are presented in the following form: mean (standard deviation).

Variant Dataset Attack CPU time (seconds)
Total Per fitness Per image

Chapter 2 TITI-61 No Attack 11400 0.22 (0.13) 187 (51)

Chapter 2 TITI-61 Cropping 1% 16380 0.29 (0.16) 269 (72)

Chapter 2 CVIU-113-3-4 No Attack 55380 0.18 (0.11) 162 (43)

Chapter 2 CVIU-113-3-4 Cropping 1% 70620 0.24 (0.14) 206 (55)

Chapter 3 OULU-1999-TRAIN No Attack 26820 0.29 (0.42) 268 (180)

Chapter 3 OULU-1999-TRAIN Cropping 1% 26220 0.30 (0.42) 262 (181)

Chapter 3 OULU-1999-TEST No Attack 108180 0.27 (0.37) 272 (181)

Chapter 3 OULU-1999-TEST Cropping 1% 94680 0.28 (0.40) 238 (166)

general, it takes between 3 and 4.5 minutes to optimize each image. In this parallel configura-

tion, the average time per fitness evaluation is around 0.3 per second (the throughput is close to

3 fitness evaluations per second). The total time to optimize a whole image stream varies from

3 to 30 hours.

The CPU time performance obtained for Full PSO translate directly for the case-based ap-

proach since the only relevant additional cost here is the cost of fitness evaluations for recall

(the cost of memory update is negligible). Table AII.2 summarizes the CPU time performance

for such scenario. Here it is possible to observe that the CPU time per image varies from 6 to

10 seconds for homogeneous streams while it varies from 42 to 164 seconds for heterogeneous

streams. Here the total time to optimize an image stream varies from 10 minutes (homogeneous

streams) to 15 hours (heterogeneous streams).

CPU time performance for the GMM-based approach is presented in Table AII.3 Here it is pos-

sible to observe that in the current configuration, GMM training adds a considerable processing

time to the system since it has not been parallelized. This cost itself would be negligible if this

process had been also parallelized, but in the given architecture, GMM training is performed in

a sequential manner. Still, when it comes to heterogeneous image streams, this additional time

is worth when compared to the case-based approach. The total CPU time to optimize streams

of heterogeneous images varied from 0.7 to 3.4 hours for the GMM-based approach versus 3

to 15 hours for the case-based approach.
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Table AII.2 Details of computational performance (CPU time) of case-based approach.

Variant Dataset Attack Learning CPU time (seconds)
Total Per image

Chapter 2 TITI-61 No Attack No 607 10

Chapter 2 TITI-61 Cropping 1% No 1148 19

Chapter 2 CVIU-113-3-4 No Attack No 1930 6

Chapter 2 CVIU-113-3-4 No Attack Yes 1901 6

Chapter 2 CVIU-113-3-4 Cropping 1% No 2098 6

Chapter 2 CVIU-113-3-4 Cropping 1% Yes 2035 6

Chapter 3 OULU-1999-TRAIN No Attack No 16350 164

Chapter 3 OULU-1999-TRAIN Cropping 1% No 10530 105

Chapter 3 OULU-1999-TEST No Attack No 28960 73

Chapter 3 OULU-1999-TEST No Attack Yes 49729 125

Chapter 3 OULU-1999-TEST Cropping 1% No 19684 50

Chapter 3 OULU-1999-TEST Cropping 1% Yes 16503 42

Table AII.3 Details of computational performance (CPU time) of GMM-based

approach.

Dataset Attack Learning Total CPU time (seconds)
Optimization/recall GMM training Combined

OULU-1999-TRAIN No Attack No 1908 533 2439

OULU-1999-TRAIN Cropping 1% No 5358 2481 7839

OULU-1999-TEST No Attack No 6286 3715 10001

OULU-1999-TEST No Attack Yes 4509 1168 5677

OULU-1999-TEST Cropping 1% No 9218 3194 12412

OULU-1999-TEST Cropping 1% Yes 7493 2509 10002
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