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INTRODUCTION 

 

This thesis proposes a model for near line-of-sight propagation between a base station and a 

moving vehicle for a broadband communication channel.  Such conditions occur on short 

range links in suburban and semi-rural areas.  For this type of link, there is little or no 

obstruction of the direct path but there can still be considerable multipath due to scattering 

from buildings.  The objective is to provide a better understanding of the communications 

environment for this type of link and to provide guidance for the design of system 

components which will optimize the performance e.g. minimize the error rate of the channel. 

 

The motivation for this work was a series of measurements of radio performance in mobile 

applications conducted in a suburban area.  The waveforms were simple robust types such as 

QPSK and the data rates were of the order of 1 Mb/s.  The range was short and line-of-sight 

conditions were usually satisfied.  Received signal levels were very high; well above the 

receiver noise thresholds.  However, multipath was a significant problem, as expected.  The 

initial measurements of this series indicated that the channel was either good, with no errors 

or very bad with high error rates.  This good/bad channel behaviour was mentioned by 

several authors but no explanation was found in the literature.  A theoretical investigation 

was then conducted and further testing was performed to validate the theoretical conclusions 

and to characterize the effects of the multipath on the signal waveforms.  This thesis 

documents the results of this work and enables a better understanding of this type of channel. 

 

This thesis presents a number of new contributions to the analysis and understanding of 

multipath channels.   

1)  It provides an analysis and validation of an important issue for near line of sight 

conditions when multipath is present:   

a) Multipath is only significant in a near zone close to building walls 

b) Size of the near zone is related to wall area and wavelength 

c) Outside of the near zone, reflection amplitude falls off rapidly 

d) Inside near zone, there is a single dominant reflection when buildings are isolated. 
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2)  It analyzes reflection from building walls with ground reflections, using physical optics 

for wall reflection. 

3)  Based on the near zone concept, it derives a method to predict the regions where signal 

outages are likely for classical coherent receivers. 

4)  It shows that, when reflection delay is less than symbol period, there are serious signal 

degradations which are very difficult to compensate.  

5)  It provides a simulation of effects of a single dominant reflection on phase errors of 

timing recovery and carrier recovery circuits for a classical QPSK coherent receiver. 

 

The thesis starts with a background and literature survey, followed by four major chapters 

treating the subject of near line-of-sight propagation.  The second chapter is a theoretical 

analysis of the near line-of-sight channel which exists in suburban and semi-rural areas.  The 

analysis considers reflections from the flat walls of buildings.  It is shown that the amplitude 

of reflected signals is significant only in a near zone close to the building wall and that, 

outside that zone, the amplitude of the reflected signal falls off rapidly.  This implies that the 

multipath model will consist of the desired signal and a single dominant reflection. 

 

The next chapter describes the results of experimental measurements on a suburban and a 

semi-rural channel to determine whether the theoretical model is a good representation of the 

behaviour of such channels.  It is found that bad channel conditions usually show the 

characteristics of a single dominant reflection.  

 

The fourth chapter provides a methodology to find the locations which will produce the 

potentially bad channel conditions and hence to estimate the percentage of time for which a 

link between a base station and a mobile will have an outage.  The theoretical analysis shows 

that, when the mobile is within a near zone close to the wall, the reflected signal will be 

similar in magnitude to the direct signal.  The size of this near zone is determined 

approximately by the cross-section of the wall area in the direction of propagation of the 

reflection and a near zone distance which is a function of the wall area and the signal 

wavelength.  It is important to note that these areas of poor performance (due to multipath) in 
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front of building walls will have large signal values when the distance to the base station is 

small.  Thus, coverage models would show these areas to have good signals because they 

have line-of-sight or near line-of-sight.  These results are the main contributions of this thesis 

project.  They explain the reasons for the presence of areas of low and high multipath 

interference.  It is believed that, although the physics behind this analysis is well known, it 

has not been explicitly applied to the modelling of multipath effects in mobile 

communications.  

 

The fifth chapter analyzes the effects of a single dominant reflection on several typical signal 

waveforms, QPSK, direct sequence spread spectrum and OFDM.  Much of the analysis 

concentrates on the timing and carrier recovery functions of QPSK for the specific channel 

conditions studied here.  It is found that, when the reflected signal amplitude approaches that 

of the desired signal, it is likely that synchronization will be lost.  This is in accord with the 

experimental observations.  The chapter concludes with a brief consideration of the 

performance of more general receiver structures in the presence of multipath. 

 

Finally the thesis findings are summarized in the conclusions.   

 

 
  

 

 

 



 

CHAPTER 1 
 
 

BACKGROUND AND LITERATURE SURVEY 

As part of this thesis, the electromagnetic propagation environment, effects and 

communication strategies for near line-of-sight conditions in suburban and semi-rural areas 

has been investigated.  In this situation, the link lengths are not very long and the receiver 

can often see the transmission antenna or the “direct” path is only slightly obstructed with a 

small amount of diffraction loss.  However, the transmitting and receiving antennas are close 

to buildings or other reflecting structures.  The resulting reflections produce a strong 

multipath interference which distorts the received signal.  This condition is typical of mobile 

wireless communications. 

 

The wireless multipath environment has been extensively studied for many years, both 

theoretically and experimentally, as documented in the literature to be cited below.  The 

present work tries to extend the existing body of knowledge to explain several features of the 

observed multipath behaviour which have not, in our opinion, been sufficiently explored 

before.  In addition, it tries to relate the observed multipath to the geometry of the scattering 

structure.  Building reflections are modelled as reflections from flat walls.  This model has 

been analyzed before, as noted in the literature references below, but the analyses are used 

here to explain several basic features of multipath behaviour which the author believes have 

not been emphasized in the literature. 

 

The basic equation of electromagnetic propagation between two antennas is the free space 

loss equation [1], which states that, in a free space environment, the received power is 

inversely proportional to the square of the distance or, equivalently that the electric field is 

inversely proportional to the distance.  Propagation loss equations for other conditions where 

there is reflection from the surface of the earth or diffraction loss due to obstructions have 

been developed by numerous authors, such as Bullington [2], Egli [3] and Deygout [4].  The 

reflection equations are typically those due to Fresnel, as documented by many standard 
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electromagnetic theory textbooks such as Balanis [5].  These reflection equations are for flat 

surfaces of infinite extent but are commonly used for most applications since they represent a 

limiting case.  The diffraction equations are based on the diffraction loss due to knife edges, 

documented, for example in Balanis [5] or McNamara et al [6]. 

 

Note that there is also a great deal of information on propagation loss over a spherical earth 

[2] but this is not considered here because the link lengths are short and earth curvature is not 

a dominant effect for the paths being analyzed.  Also not considered here are fading effects 

due to atmospheric multipath propagation [7, 8], although fading due to multipath reflections 

from buildings are a key part of the present work. 

 

The multipath propagation in wireless channels has been extensively studied, both 

theoretically and experimentally.  Lee [9] is an early text which summarizes the basic 

propagation studies as well as analyzing the effects of multipath on modulated signals.  A 

recent comprehensive text for multipath propagation is Bertoni [10], which describes both 

theoretical and experimental characterizations of such channels.  Durgin [11] treats the 

analysis of general multipath channels which can vary in time, frequency and position. 

 

The multipath in urban areas is mainly due to scattering from buildings.  The analysis must 

consider both reflection and diffraction effects.  In this context, reflection means both 

specular reflection and scattering in non-specular directions.  Reflections can be analyzed 

using geometric optics, GO, and ray tracing [6] or physical optics, PO, [10, 5], also referred 

to as Fresnel-Kirchhoff analysis.  Diffraction is usually treated by means of the Uniform 

Theory of Diffraction (UTD) [12, 6] in the wireless propagation literature.  Most analyses of 

multipath use a combination of GO and UTD [12, 13, 14, 15, 16, 17, 18, 19 20, 21, 22]. 

 

PO does not seem to be often used for multipath propagation analysis because it requires the 

integration of a field over the surface of a building, which is computationally intensive.  

However, Al-Nuaimi and Ding [23, 24] use this approach to model the reflections from 
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buildings by treating the buildings as flat plates.  Also, Guttierez et al [25] have recently used 

PO for urban coverage analysis. 

 

Many of the theoretical analyses referenced above [12 to 22] also contain some 

measurements to validate the analysis approach since the analysis usually contains 

approximations due to the complexity of the problem. 

 

Another way to characterize the analyses is as either deterministic or statistical i.e. treating 

either fixed geometries or classes of structures with some random features or parameters.  

Most of the analyses above combine these approaches by treating certain canonical structures 

but with random features to account for aspects of the structures which are either not known 

or not known accurately enough.  Accuracy becomes an issue especially when the 

wavelength is small. 

 

An important aspect of reflection and scattering from structures is the question of near field 

and far field scattering.  Using GO and ray tracing automatically assumes near field 

reflection, which raises the question of the size of the near field region.  Bertoni [10] uses a 

Fresnel zone criterion to establish a near zone distance within which a GO analysis is valid.  

However, this analysis is incomplete, as will be shown later in the present work.  Al-Nuaimi 

and Ding [24] show an example of reflected field behaviour in the near zone but provide little 

additional explanation.  Some references for near zone scattering also exist [26, 27] but the 

geometries which are treated are not useful for the present application. 

 

There also exist numerous purely experimental investigations of wireless communication 

channels which measure and characterize multipath conditions observed in real channels.  An 

early experimental study is that made by Cox [28].  Later studies have included the work on 

the Stanford University Interim (SUI) model [29] and Saleh and Valenzuela for indoor 

channels [30].  These studies characterize the results in terms of statistical distributions of 

model parameters. 
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As a result of the experimental and theoretical work, numerous models have been proposed 

and documented in the literature for propagation in the urban and suburban environment.  

They are statistical models and were intended for use by the wireless cellular industry and, 

more recently, providers of wireless LAN’s and broadband wireless access systems.  

Examples are the Stanford University Interim (SUI) Models [29]. Some models treat the 

angle of arrival of multipath components e.g. the Lee Model (ring of scatterers) [31], the 

Geometrically Based Single Bounce Circular Model [32] and the Geometrically Based Single 

Bounce Elliptical Model [31, 32].  For line-of-sight links, the Rummler Model [33], which is 

a simple 3-ray multipath model, is often used to characterize dispersive fading.   

 

It has been noted by several authors that the multipath channel seems to have two states: 

either good or very bad [34].  This has also been observed in the experimental portion of the 

present work.  The purpose of this thesis project is to study this effect in more detail.   

 

PO is based on placing equivalent currents on a reflecting surface to generate the reflected 

fields.  A radiation equation is then integrated over the surface to calculate the fields at any 

point.    This is formulated in a mathematical way by, for example, Balanis [5].    It should be 

noted that GO assumes that the wavelength is effectively zero while PO assumes that the 

wavelength is small relative to the dimensions of the structure. 

 

The radiated field at a point in space can be calculated as an integral of field quantities over a 

surface.  This is based on Huygen’s principle, a basic principle of wave propagation, which 

states that any wavefront can be considered as a surface of secondary sources of radiation.  

This approach is described by Born and Wolf [35]    This method is also used by Beckmann 

and Spizzichino to calculate the scattered fields from rough surfaces [36].  The fields at the 

surface of a reflecting object are approximated by using the Kirkhoff approximation [35], 

which assumes that the reflected field at a point on a surface equals the incident field 

multiplied by the Fresnel reflection coefficient for the plane surface which is tangent to the 

point.  This is the same assumption as that used in GO (as well as PO) to approximate the 
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reflected field at the surface [6].  An integral is then used to calculate the scattered field for 

any point in space. 

 

It should be noted that several approximations are commonly used in scattering problems.  

The first is geometric optics (GO) [5, 6], which assumes that the wavelength of the incident 

waves is zero and that the waves behave as rays.  A better approximation is physical optics 

(PO) [5], which assumes that the wavelength is finite but much smaller than the dimensions 

of the scattering object.  In this work, PO is used along with the Kirkhoff approximation. 

 

Another approach used for scattering calculations is that from the radar field where radar 

cross sections (RCS) are calculated [37].  In this approach the scattered field is related to the 

incident field through a scattering matrix [38, 39].  The RCS represents the equivalent area 

which receives the incident power density and re-radiates it uniformly in all directions.  

These relationships are designed to enable the calculation of the detectability of a radar target 

but they are general concepts which can be applied to any scattering problem. 

 

A closely related problem is the calculation of the near field of an antenna in free space, 

particularly for an aperture antenna.  It is well known that the field near an antenna is large, 

very complex and very variable with location [40].  However, beyond a certain distance, the 

field falls off inversely with distance.  For an aperture antenna, such as a parabolic reflector, 

the radiated power near the antenna is mostly contained in a cylinder whose cross-section is 

that of the antenna aperture [40].  The peak power density for a paraboloidal reflector is 

roughly four times the transmitted power divided by the aperture area [40].  Beyond a certain 

distance (which depends on the aperture area and the wavelength), the field falls off inversely 

with the distance [41].  This behaviour defines two regions: the near field and the far field of 

the antenna.   

 

Another closely related problem is the so-called Fresnel diffraction through an aperture.  

Diffraction is traditionally referred to as Fraunhofer for the far field and Fresnel for the near 

field [35].  In the far field, the rays to the field point are all considered as parallel and, for 
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equal distances, the field varies only with the azimuth and elevation angles.  For a fixed 

direction, the field varies inversely with distance.  In the near field, the rays to the field point 

are not parallel and the field variation with location is more complex and it is mostly 

confined to a cross-section which is the same as the aperture, as in the case of the near field 

of an antenna.   

 

The present work shows that a similar behaviour occurs with the scattering of waves from 

structures, particularly flat walls of buildings.  The implication is that, for areas where 

building density is not too high, the scattered fields will be significant near buildings and 

small elsewhere, corresponding to “good” and “bad” areas respectively.  In such a case, only 

a single reflection will be significant.  Therefore this work investigates some of the effects of 

a single reflection on signal demodulation for several simple modulation types such as 

QPSK.  The analytical methods for characterizing signals in the presence of multipath is 

based on the work of Durgin [11]. 

 

For QPSK, timing and carrier recovery are investigated for the case of a single dominant 

reflection.  Timing and carrier recovery for typical coherent demodulators are well known 

[42, 43, 44].  Typical methods of timing and carrier recovery are described by Proakis [42].  

A tutorial review of timing and carrier recovery is given by Franks [45].   

 

Direct sequence spread spectrum (DSSS) modulation is also a well known technique which is 

used to reject jamming, interference and multipath.  A basic description is given by Dixon 

[46].  An advanced treatment of DSSS is given by Simon et al [47].  RAKE receivers for DS 

systems are described and analyzed by Proakis [42].  In the present work, a brief analysis is 

given to show how DSSS can mitigate the effects of reflections. 

 

OFDM systems have also been the subject of a great deal of research because they are 

recognized to offer good performance in the presence of multipath.  A typical text is Schulze 

[48]. 
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The references cited above for modulation and demodulation techniques are mainly 

textbooks with good treatments of the relevant topics.  Innumerable other references are 

available on these subjects.  In the present work, the main emphasis is on the characteristics 

and modelling of the propagation.  Brief analyses of the effects on the demodulation of 

different types of signals are given to show the main effects of the multipath. 

 

 



 

CHAPTER 2 
 
 

THEORY 

2.1 General 

This thesis proposes a model for the propagation between a base station and a moving 

vehicle for a broadband communication channel for which near line-of-sight conditions exist.  

Such conditions occur on short range links in suburban and semi-rural areas.  For this type of 

link, there is little or no obstruction of the direct path but there can still be considerable 

multipath due to scattering from buildings.  The objective is to provide a better understanding 

of the communications environment for this type of link and to provide guidance for the 

design of system components which will optimize the performance e.g. minimize the error 

rate of the channel. 

 

It has been often reported that worst case signal strength variations have been observed in 

near line of sight situations for a so-called ‘very bad channel’.  In this thesis we show that a 

reflector such as a building can induce periodic deep fades.  This can occur in an area close 

to the building whose size depends on the size of the building.  In contrast to the usual 

Rayleigh or Rician distribution, these periodic fades are more frequent, nearly deterministic 

and, if the mobile moves along the building, the conditions may persist for long durations. 

This fade periodicity can induce a severe and long outage period if it has not been accounted 

for in the system design.  Since the local area over which a bad channel exists depends on the 

size of the building producing the reflection, the overall fraction of the operating area which 

will exhibit poor channel characteristics will be a function of the building density. 

 

It is well known that mobility inherently involves a great deal of multipath.  The received 

signal consists of a ‘direct path component’ and delayed reflected components.  The latter are 

reflected or scattered from various structures, mainly buildings.  If the direct component is 

the largest, there will be interference only from delayed reflections.  This is called the 
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minimum phase case.  If a reflected component is the largest, there will be interference from 

both precursors and delayed components.  This is called the non-minimum phase case. 

 

The multipath phenomenon has been the subject of many books and papers, as indicated in 

the literature survey of Chapter 1.  In this work, the emphasis is on building reflections.  In 

the suburban or semi-rural environment, buildings are smaller and less numerous than in 

urban areas.  In this environment, many links are line-of-sight but there can be significant 

reflections.  There are also scattered and diffracted components but these are usually much 

smaller than reflections.  In this context, reflections are components scattered in the specular 

direction while other scattered components are not in the specular direction.  Diffracted 

components are those which are not in the line of sight.  Diffraction losses are generally quite 

high.  For example, a wave which grazes a knife edge but still has a line-of-sight has a 6 dB 

diffraction loss [8].  Losses for non-line-of sight cases are generally much higher.  Similarly, 

scattering losses in non-specular directions for flat reflectors are also high, as will be shown. 

 

A number of models have been used in the literature to treat reflections.  The first is the 

geometric optics model, which assumes a building wall has a reflection coefficient.  

Reflected waves are analyzed using ray tracing.  However, ray optics can only be used to a 

certain distance from the building.  Bertoni [10] establishes this distance based on the 

building width being equal to a Fresnel zone for the reflection geometry.  The building height 

is not considered since it is assumed to be much greater than the width (typical of an urban 

geometry).  Beyond this distance, Bertoni [10] states that scattering theory must be used.  

The scattered field falls off inversely with distance from the building in this region.  Al-

Nuaimi and Ding [23, 24] provide a more complete analysis of scattering from building walls 

based on the Fresnel-Kirchhoff integral and note the differences between the near zone and 

far zone (scattering region).  However, their analysis is done in the context of interference 

signals scattered from buildings and they also do not consider the impact of ground 

reflections.  In the present work, an analysis of multipath due to building reflections is 

analyzed using mainly physical optics methods.  The reflected fields at the surface are 

calculated using geometric optics.  Equivalent currents are then assigned to the surface and 
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radiation formulas used to predict the scattered fields by integrating over the surface.  All of 

these analysis methods are approximations but the surface integral methods provide 

important insights into the multipath channels caused by building reflections. 

 

Section 2.2 below gives a theoretical analysis, performed by the author as part of this 

research project, of the propagation on short range links with multipath, mostly using 

physical optics for the wall reflection, and summarizes the key results.  Section 3 proposes a 

channel model and discusses some applications. 

 

2.2 Theoretical analysis of reflection from a flat wall 

a)  Propagation geometry 

     

The types of areas considered in this study contain buildings on relatively flat terrain.  When 

these reflectors are not present, the usual models (line-of-sight and ground reflections) 

prevail. When these isolated buildings are present however, the nature of the channel is 

significantly modified and should be taken into account at a system level.  It is the typical 

very bad channel [34].  In the suburban case, most buildings are not as large as those in a 

downtown type of environment and consist of individual family houses, apartment buildings 

and moderately sized office buildings.  For the rural case, the buildings consist of single 

houses and small clusters of farm buildings.  Thus, we study the propagation model 

illustrated in Figure 2.1.  A base station with an antenna on a 20 m mast is located on level 

ground and is transmitting to a vehicle having an antenna mounted at a height of 2 m.  A 

building is located near the vehicle.  The building, vehicle and base station are all in line to 

simplify the calculations.  The antennas are vertically polarized.  The distance between the 

base station and the mobile is up to 10 km.  The building is modelled as a plane reflecting 

wall of height H and width W.  The ground is also considered as a plane reflector.  The 

communication link is a continuous full duplex link and the link frequencies are around 300 

MHz.  The data rates are considered to be of the order of 1 Mb/s. 
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Figure 2.1  Propagation model. 

         

The ground plane has a reflection coefficient ρg.  When the wall dimensions are much larger 

than a wavelength, it can be considered as approximately an infinite reflecting plane 

characterized by a reflection coefficient ρw for a region very close to the wall.  This 

approximation is valid for this case since a typical wall will be at least 10m × 10m and the 

wavelength will be about 1m.   

 

b)   Simplified geometric optics model, no ground reflection  

 

In a first analysis, we consider the case of no ground reflection, with the base station and 

vehicle antennas aligned with the center of the reflecting wall.  Let the incident electric field 

at the wall be Ei and the scattered field be Es.  This field will be almost parallel to the wall 

since the base station is considered to be far away.  If the wall is considered to be infinite, the 

reflected field will be Es =  ρw Ei close to the wall.  In practice, if the reflecting surface and 

the principal radii of curvature at the reflecting point are much larger than the wavelength, 

H 

b 

a 

W 

r d 
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geometric optics may be used to calculate the reflected field close to the surface using the 

Fresnel reflection coefficient and the principal radii of curvature [5]. 

 

However, the size of the wall is finite and the field must start to drop at some distance.  In the 

radar literature, the scattered field at large distances is characterized by the equation: 
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exp(
λ
π

 
    (2.1) 

where λ is the wavelength, d is the distance from the reflector and S is a scattering matrix 

[38, 39].  Ei and Es are electric field vectors with orthogonal polarization components.  In 

this study, since we are considering only vertical polarization, it is not necessary to use field 

vectors.  These quantities are thus reduced to complex scalars.  The matrix S then becomes a 

scalar S.  It should be noted that, at large distances, the scattered field is attenuated as 1/d 

where d is the distance from the reflector. 

 

The magnitude of S can be derived from the radar cross section of the reflector.  The radar 

cross section σ is defined as the equivalent surface area which collects the power of the 

incident wave and re-radiates it uniformly in all directions [37].  Thus, if the incident power 

density at the target is PDi, the scattered power density PDo in a particular direction at a 

distance d in the far field is given by: 
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       (2.2)  

The power density for a plane wave is given by  

o
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P
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where Zo is the impedance of free space.  For a perfectly reflecting flat plate of area A whose 

dimensions are much larger than a wavelength, the radar cross section is given by [37]: 
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because the area A collects the incident power and also acts as an aperture antenna of area A 

which re-radiates it.  The gain of such an aperture antenna is approximately 4πA/λ2 as long as 

the dimensions are much larger than a wavelength.   

 

Using Equations (2.1) to (2.4), it can be shown that,   

2|S|4 ⋅⋅= πσ R        (2.5) 

where S is the required scattering parameter [39].  In this study, we are interested in 

vertically polarized transmission and reception so that only this component will be used.  

Thus, for a perfect reflector, the scattering parameter for a flat plate is given by: 

λ
A=S

  
      (2.6) 

For a real reflector with a reflection coefficient ρw, it will be assumed that: 

λ
ρ A

w=S         (2.7) 

The scattered field at large distances is therefore given by: 
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     (2.8) 

The case which is considered here is backscatter for broadside incidence.  However, the 

equation is also valid for oblique scattering but the area A is interpreted as the projected area 

perpendicular to the direction of wave propagation (or reflection). 

 

Since the field close to the surface is given by ρw·Ei and the far field by Equation (2.8), a near 

field/far field transition distance, referred to here as the near zone distance, can be defined 

such that these two quantities are equal.  This gives a near zone distance of: 

λ
A

do =         (2.9) 
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Within this distance, the field is taken as constant.  At greater distances, the field drops off as 

1/d.  For many surfaces, the reflection coefficient is close to –1, particularly if the surfaces 

are conductive.  Therefore, this simplified model states that, near reflecting structures, the 

reflected field will be of the same order as the incident field but that, beyond the near zone 

distance of Equation (2.9), the scattered field diminishes with distance.  If the distance r from 

the base station to the mobile is much greater than the distance d of the mobile from the 

reflector, the field from the base station at the mobile will be about the same as the incident 

field at the reflector.  Therefore, within the near zone distance from the reflector, the 

reflected field will be of the same order as the desired field.  As the vehicle moves, the total 

field will vary rapidly as the desired field is cancelled or reinforced.  However, when the 

vehicle is several times the near zone distance away from the reflector, the scattered field will 

have only a small effect.  The near zone concept has not been used in the propagation and 

multipath literature and Equation (2.9) is one of the main new contributions of this work. 

 

The near zone distance given by Equation (2.9) depends on the size of the structure.  For 

example, for a wall of width 10 m and height 10 m, the near zone distance is 100 m for a 

wavelength of 1 m.  For a 20 m by 20 m wall, it is 400 m.  In urban areas with large 

buildings, the near zone distances are much larger than in suburban or rural areas.  However, 

Equation (2.9) gives only a rough idea of the near zone distance because the beamwidth of 

the scattered far field may be different in the azimuth and elevation planes.  For a height H 

and width W, the azimuthal beamwidth is approximately λ/W while the elevation beamwidth 

is λ/H [5]. 

 

c) Physical optics model, no ground reflection 

 

The simplified model presented in Section a) gives a constant field within the near zone.  

However, it is known that the near field of an aperture antenna, although roughly constant, 

varies significantly with location in a very complex way [41].  Therefore, a more precise 

scattering model using the physical optics approximation is required here.  This approach 

assumes that the reflected field near the reflecting surface is given by ρw·Ei.  However, the 
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field at any other point is obtained by evaluating an integral over the reflecting surface.  In 

Beckmann and Spizzichino [36], this integral is the Helmholtz Integral.  An equivalent 

approach replaces the reflecting surface by an equivalent current sheet whose surface current 

density is derived from the reflected fields.  The latter approach is used here.  This method 

does not take into account any edge effects.  The reflected fields are assumed to be 

discontinuous at the edges of the reflecting surface, which is not realistic.  However, Balanis 

[5] states that the method is fairly accurate for calculating scattered fields in directions not far 

away from the direction of specular reflection. 

 

The electromagnetic fields at any point can be determined if either the tangential electric or 

magnetic fields are specified over the surface enclosing the point [5].  In this case, this is the 

reflecting surface as all other surfaces are at infinity.  Then, the surface can be replaced by 

either a magnetic or electric current sheet whose current density is derived from the 

tangential field.  This surface current density has units of A/m.  The sheet is divided into 

small current elements, whose radiated fields are summed by integration.  Here, we will use 

the tangential magnetic field Ht, whose equivalent current density is: 

tHJ ⋅= 2                  (2.10) 

because the sheet is assumed to be a perfect conductor.  In this case, a plane wave strikes the 

reflector at broadside incidence.  Ei is parallel to the surface and the corresponding magnetic 

field Hi is perpendicular to Ei and also parallel to the surface.    The reflected electric field at 

the surface is given by ρw·Ei and the reflected magnetic field by ρw·Ei/Zo.  Therefore, the 

equivalent current density is: 
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w Z

E
J ⋅⋅= ρ2                 (2.11) 

Assume that the reflecting wall is located in the x-z plane and its center is at the origin.  The 

direction of the current elements is vertical.  The radiated field at a distance R from a vertical 

current element, assuming a far field condition, is [10]: 
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where R is the distance to the field point, I is the current, l is the length of the current element 

and θ is the angle from the vertical to the radius vector.  The electric field is in the θ 

direction. 

 

The far field radiation formula is used here because, once the distance to the field point is a 

few wavelengths away from the wall, the near field terms for a current element will not cause 

an appreciable error.  The resulting calculated fields in the near zone of the wall will be 

sufficiently accurate.    

Using Equation (2.12), the contributions from each current element are summed to produce 

the total field.  Each contribution is also multiplied by sin(θ) because the receiving antenna is 

vertical.  Since I = J·∆x and l = ∆z, the summation can be written as a double integral over 

the wall area using (2.12) and substituting (2.11): 
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           (2.13) 

In this equation, Ei is the incident electric field (assumed parallel to the wall) and Esz is the 

vertical component of the scattered field.  R is the distance from a point on the wall to the 

point where the field is measured.  The Equation (2.13) has been derived by the author based 

on the principles of scattering analysis described in [5]. 

 

The integral (2.13) is evaluated numerically below.  However, it is useful to evaluate it 

analytically, which can be done approximately for certain cases.  If the outline of the surface 

is simple, such as a circle or rectangle, and the field point is far from the surface and on the 

surface center line, the sin2 (θ) term goes to 1 and the integral is identical to that for Fresnel 

diffraction through an aperture of the same size [35, 49].  The incident wave is assumed to be 
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plane.  The integral has been evaluated approximately by Schelkunoff [49].  If the surface is 

circular with radius aC, it can be shown [49] that the absolute value of the reflected field is: 
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where d is the distance from the center of the surface to the field point.  The field magnitude 

oscillates between 0 and 2· ρW·Ei for d ≤ aC
 2/λ. For d > πaC 2/λ, 
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Thus, Equation (2.9) gives the correct near zone distance and the field at large distances falls 

off as 1/d, as required by Equation (2.1) or (2.8).  The zeros and peaks of this function 

correspond to Fresnel zones [49, 35] for which the distances from the center of the surface to 

the field point and the edge to the field point differ by an integral number of half 

wavelengths.  The first peak at d = aC
2/λ corresponds to the case where the surface fills the 

first Fresnel zone.  The field contribution of each of the first few Fresnel zones is 

approximately the same but with alternating signs.  This produces the deep nulls at certain 

distances. 

 

The above expression is not valid for small d i.e. points very close to the surface.  A 

numerical evaluation of Equation (2.13) for a circular surface shows that, as d decreases, the 

field oscillations become smaller and the field approaches ρW·Ei as required.  For a surface of 

radius 5 m and wavelength of 1 m, it is found that the field is approximately constant when 

the field point is within a few meters of the surface while the first peak occurs at 25 m and 

the near zone distance is at about 78 m. 

 

Schelkunoff [49] also evaluates the magnitude of the integral for a rectangular surface.  For a 

width w and height h, the reflected field magnitude is given by: 
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where C and S are Fresnel integrals, sometimes represented as a Cornu spiral [49] and 

tabulated in [1].  The width and height occur in separate factors.  It can be shown that, for 

large distances, 
d

hw
EiW ⋅

⋅⋅⋅≈
λ

ρ  E SZ .  Also, if h and w are not too different, a reasonable 

approximation for the near zone distance is h·w/λ, which shows that Equation (2.7) for the 

near zone distance is again approximately valid.  If h or w is much smaller, a better 

approximation of the near zone distance is the smaller of w2/λ and h2/λ.  The far field falls as 

1/d.   

 

Again, when d becomes much smaller than the near zone distance, the approximations break 

down and the Equation (2.13) must be evaluated numerically.  It is found, as shown in the 

following paragraphs, that the field variations are smaller than for the circular plate and there 

are no deep nulls.  This is because the rectangular shape does not correspond to distinct 

Fresnel zones. 

 

Equation (2.13) has been evaluated numerically for three wall sizes: 10 m wide × 10 m high, 

10 m wide × 20 m high and 20 m wide × 10 m high.  The increments dx and dz were taken as 

0.05 m and the integral was approximated by summation.  The fields opposite the center of 

the wall have been plotted as a function of distance from the wall.  These results are shown in 

Figures 2.2, 2.3 and 2.4.  The numerical evaluation and the graphing of the results in 

Figures 2.2, 2.3 and 2.4 have been performed by the author.  The fields are normalized to the 

nominal reflected field ρw·Ei. 
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Figure 2.2  Vertical electric field magnitude, 10m × 10 m wall. 
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Figure 2.3  Vertical electric field magnitude, 10 m × 20 m wall. 
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Figure 2.4  Vertical electric field magnitude, 20m × 10 m wall. 

 

The electric field values oscillate around the nominal expected values but are complex 

functions of position.  The near zone distances are approximately in agreement with Equation 

(9).  The simulated values are 95, 170 and 170 m whereas Equation (9) gives the 

corresponding values of 100, 200 and 200 m.  Beyond the near zone distance, the fields fall 

off as 1/d where d is the distance from the reflector.  If the wall reflection coefficient is 

greater than 0.5, there are many locations within the near zone where the reflected field will 

be of the same order as the incident field at the wall and the desired field at the mobile unit. 

 

In order to establish the horizontal extent of the near zone, Equation (2.13) was evaluated at 

discrete points on the horizontal plane which passes through the center of the wall for a wall 

size of 10m x 10m.  The result is shown in Figure 2.5, where blue represents areas of low 



25 

field and dark red represents areas of the highest field.  The example shown in Figure 2.5 

corresponds to Figure 2.2 above.  Figure 2.5 has also been obtained by the author. 

 

It is clear that, close to the wall, the field is mostly confined to a cylinder whose cross-section 

is the wall shape.  The peak field occurs at about 40 m from the wall and, after about 100 m, 

the field declines rapidly and spreads out as required for the far field.  The peak field is about 

5 dB above the nominal reflected field and drops to 6 dB below the nominal reflected field at 

200 m from the wall. 
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  Figure 2.5 Planar X-Y electric field distribution, 10m × 10m wall.  X scale in m, wall 
extends from x = 6 to 16; Y scale in m from top, wall located at y = -3. 
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The preceding results are consistent with the results of Al-Nuaimi and Ding [23, 24].  

Reflection amplitudes are significant in the near zone but fall off with distance beyond this 

zone.  The results also permit an evaluation of the use of geometric optics and its limitations.  

Bertoni [10] states that ray methods can be used to predict reflected fields out to a distance 

from the building at which the building width represents a Fresnel zone width, and that, for 

larger distances, scattering models must be used.  He ignores the effects of the building 

height, presumably because building heights in urban areas are often much greater than their 

width.  For the case of the 10 m x 10 m wall, this Fresnel zone width represents a distance of 

25 m.  However, the field is not constant within this distance; it reaches a peak at about 30 m 

and oscillates strongly as the distance is decreased.  It only reaches a value close to the field 

predicted by geometric optics at a distance of a few meters from the wall.  Thus, geometric 

optics gives only a rough indication of reflected fields near buildings.  The limitation on the 

distance means that, beyond this point, the field begins to fall off, which is equivalent to 

saying that scattering models must be used beyond this point.   

 

The objective of the present work is to emphasize the importance of the near zone effects for 

multipath channel models.  The use of geometric optics does not highlight these effects.   

 

A further effect, which is not studied in detail in this work, is the variation of the phase with 

distance from the wall.  The use of geometric optics implies that the phase varies linearly 

with distance from the wall.  However, there are oscillatory phase variations which are 

correlated to the amplitude variations.  They may be of importance for certain applications. 

 

d) Physical optics model with ground reflections 

 

At this point, we return to the original propagation model of Figure 2.1, which includes a flat 

ground plane.  The methods of Part c) are adapted to this configuration.  The reflection of the 

base station signal from the ground plane is modelled by assuming a second signal coming 

from an image below the ground plane, the field being multiplied by a reflection coefficient 

ρg for a vertically polarized wave.  The desired electric field at the mobile is calculated using 
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the geometric optics theory.  The incident electric field at each point of the wall is also 

calculated using geometric optics.  The incident fields at the wall are assumed to be parallel 

to the wall, which is a valid approximation (for the wall sizes considered here) if the base 

station is at least 500 m from the wall.  Equivalent current elements are calculated for each 

wall element using Equation (2.11), where the incident field is the sum of a direct field and a 

ground reflected field.  The reflection coefficient for the wall is that for broadside incidence.  

The fields radiated by the wall current elements consist of a direct field to the mobile and a 

ground reflected field, which is assumed to come from an image of the current element below 

the ground plane and is multiplied by a ground reflection coefficient for a vertically polarized 

wave.  The vertical component of the field at the mobile location is calculated. 

 

The desired field at the mobile is given by: 
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σ: ground conductivity 

 ε, εr: permittivity and relative permittivity respectively 

 θ1: angle from vertical to vector from image to mobile unit 

 P: transmitted power 

 G : base station antenna gain 

 

It is assumed that both field components are perpendicular to the ground, which is a valid 

approximation as long as the mobile is at least 500 m from the base station for the antenna 
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heights considered here.  The incident electric field at any point on the wall surface is 

similarly given by: 
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and (x,z) are the coordinates of the point on the wall.  The reflection coefficient ρg2 is given 

by a formula similar to that of ρg1 except that the angle is that between the vertical and the 

vector from the base station image to the point on the wall.  Equations (2.16) and (2.17) have 

been derived by the author based on the methods of [5]. 

 

The field reflected from the wall can then be written, in an analogous manner to Equation 

(2.13), as: 
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and ρW is the reflection coefficient of the wall. 
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The angles θ5 and θ6 are the angles from the vertical to the vectors from a wall point and its 

image to the mobile.  They must be taken into account here because the mobile may be close 

to the wall.  Equation (2.18) has been derived by the author. 

 

Equation (2.18) can be evaluated numerically in the same way as Equation (2.13) as a 

summation.  This evaluation has been done, by the author, for the same three cases as for 

Figures 2.2, 2.3 and 2.4 to obtain the results shown in Figures 2.6, 2.7 and 2.8.   For these 

calculations, the ground parameters have been chosen for typical ground.  The wall 

parameters have been chosen for a relative permittivity of 10 and zero conductivity.  Many 

other parameter values could be chosen but it is believed that the general nature of the results 

would not change.  In particular for small ground reflection angles, the ground reflection 

coefficient is usually close to –1.  The wall parameters produce a reflection coefficient which 

is about 0.5.  A reflection coefficient of 0.5 is consistent with that used by Constantinu [12].  

The scattered electric field is directly proportional to the reflection coefficient.   
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   Figure 2.6 Vertical electric field magnitude, 10 m × 10 m wall, ground reflection.  
Red: direct field, Black: reflected field. 
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  Figure 2.7 Vertical electric field magnitude, 10 m × 20 m wall, ground reflection.  
Red: direct field, Black: reflected field. 

   

 

 



32 

101 102 103
-70

-65

-60

-55

-50

-45

-40
Direct and Scattered Fields

Distance from Wall (m)

E
 F

ie
ld

 (d
B

V
/m

)

 

  Figure 2.8 Vertical electric field magnitude, 20 m × 10 m wall, ground reflection.  
Red: direct field, Black: reflected field. 

 

These figures again show a complex near zone reflection field whose magnitude is similar to 

that of the direct field at the mobile.  However, outside of the near zone, the reflected field 

falls off as 1/d2 i.e. by 40 dB/decade.  The size of the near zone, while roughly similar to that 

determined previously, is affected by the ground reflection so that no simple relationship is 

evident.  It is still determined approximately by the size of the reflector.   

 

2.3 Reflection from other surfaces 

The analysis given above has focussed on the case where the reflector is a flat building wall.  

Many structures have more complex shapes, as do natural reflectors such as hills or trees.  

This section briefly considers more general structures.  The scattering behaviour of a general 
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structure will obviously depend on its shape and each structure will behave somewhat 

differently.   

 

Consider first a surface made up of a number of plane facets.  In this case, to a first 

approximation, each facet will produce a specular reflection like the flat walls analyzed 

above.  Each specular reflection will have a near zone and a far zone governed by its area and 

the wavelength.  There will also be diffraction from edges but their effect is smaller than that 

of the specular reflections. 

 

Consider next a smooth surface.  For very short wavelengths, it can be shown [5, 6] using 

geometric optics that the reflected field is given by: 
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where Ei is the incident field, ρ is the reflection coefficient and r1 and r2 are the principal 

radii of curvature of the wavefronts of the reflected field.  It can also be shown [5, 6] that 

r1·r2 = rs1·rs2, where rs1 and rs2 are the principal radii of curvature of the surface at the 

reflection point.  Clearly, near the surface (when d < r1, r2), the field is about ρ· Ei and far 

away, it falls off as 1/d.  It is also shown [5, 6] that, for a sphere, geometric optics gives the 

correct value for the far field radar cross section. 

 

Natural structures are difficult to treat.  However, some general statements can be made.  

Firstly, the largest scattered fields will occur near the structure.  The structure can be 

considered as a collection of scattering objects or equivalent radiating sources.  In the 

absence of a reflecting ground, the scattering of each element will be governed by Equation 

(2.1) and the scattered field varies inversely with distance from the element.  If some of the 

scattering elements lie approximately in a plane, they will produce a specular reflection like 

that of a flat surface in a direction perpendicular to the plane.  If a reflecting ground is 

present, it is well known [2, 3] that the field of a radiating element varies as 1/d2 where d is 

the distance from the radiator.  This is also evident in Figures 2.6 to 2.8 for flat wall 

reflectors.  In the far field, the wave from the source grazes the earth and the ground 
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reflection coefficient goes to -1 [5].  Thus, the scattered field goes to zero far from the 

structure and the largest fields must be close to it.  There will be a near zone but its size 

cannot be predicted.  The magnitude of the reflected field near the structure also cannot be 

predicted. 

 

The scattering from large rough surfaces is considered in [36].  The surface elevation is 

considered to be random with a normally distributed height variation.  The average of the 

height variations is zero and the standard deviation of the height variations is σS.  The 

reflection coefficient is taken to be -1 in the absence of the terrain height variations.  It is 

shown that the scattered field consists of a random diffuse component and a specular 

component.  The mean value of the specular component is smaller than for a smooth flat 

surface and is given by : 
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where σS is the surface roughness, λ is the wavelength and γ is the grazing angle of the wave 

i.e. the angle between the direction of propagation of the incident wave and the mean surface.  

This expression is generally taken, in practice, as the factor by which the reflected wave is 

reduced by the roughness of the surface.  The scattered wave varies randomly with location 

and has a Rician distribution [36] i.e. the wave has a specular component and a component 

with a random amplitude and phase as a function of position.  The magnitude of the specular 

component is calculated from Equation (2.20) above.  It is shown that, as the surface gets 

rougher, the amplitude of the specular component decreases and that of the random 

component increases.  At the same time, more and more of the wave power is scattered in 

directions other than the specular direction. 

 

Another aspect which has not been considered so far is polarization.  In the analysis of 

Section 2.2, the polarization of the incident field was vertical and the equivalent sources of 

the scattered field were vertical as well.  In general, depending on the polarization of the 

incident wave and the slope of the reflecting surface, the polarization of the scattered wave 
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may be different from that of the incident wave.  The greater the surface roughness, the 

greater is the depolarization [36]. 

 

Equation (2.20) implies that a surface of greater roughness will have a smaller average 

reflected signal and, therefore a generally smaller multipath distortion.  Similarly, a smaller 

wavelength (higher frequency) will produce a similar effect.  This implies that a higher 

frequency signal would have less multipath distortion.  This seems to be borne out by 

experimental measurements of near zone scattering by Al-Nuaimi and Ding [23, 24] at 11 

GHz (small wavelength) which show lower than predicted levels.  On the other hand, the 

Doppler shifts due to motion would be higher and a receiver would have to track higher rates 

of change of the signal frequency and the multipath variations.  The analysis in Section 2.2 

was done for a relatively low frequency around 300 MHz because it was felt that lower 

Doppler rates would be more favourable for signal tracking.  Further work is required in this 

area to determine where the greatest advantage lies. 

 

2.4 Summary and evaluation of analysis results 

The analysis of the geometry of Figure 2.1 gives the following general results: 

 

• The reflected near fields of a reflecting wall are of the same order as the incident field 

and the field at the mobile when the mobile is close to the wall. 

• The fields are large only near the reflector; the near zone cross section is the wall shape 

and extends out to a distance which is related to the size of the wall. 

• Beyond the near zone distance, the field drops off as 1/d2 where d is the distance from 

the wall. 

• The magnitude of the reflected field depends on the reflection coefficient of the wall. 

• The field in the near zone is very complex and highly variable with position. 

• As a mobile moves in the near zone, there will be significant periodic level variations 

and signal distortion. 
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The model of Figure 2.1 is somewhat idealized in that the ground is not always very flat, 

although the terrain and roads in many suburban areas are.  If the terrain is not flat, the 

reflection properties of the ground will not be the same as those of the model.  If the terrain is 

rough, the magnitude of the ground reflection coefficient will be less than –1.  In addition, 

the ground reflection may be different for the direct fields and those reflected from the 

structure.  For example, if the reflection coefficient for the direct field is small, the direct 

field will tend to be larger than the reflected field and the influence of the reflection near 

zone of the structure will extend to a smaller distance or have little effect.  If the terrain 

between the reflector and the mobile is rough or the reflection is otherwise obstructed, the 

reflected field will be larger than the direct field and the influence of the reflected field will 

extend to larger distances.  If the reflections are reduced or obstructed for both the direct and 

reflected fields, the situation is like that of parts b) and c) above for an isolated reflector for 

which the field falls off as 1/d outside the near zone. 

 

At this point, it is appropriate to re-emphasize the distinction between specular reflection and 

scattering.  For a flat wall, there will be a direction of specular reflection which is the 

direction for an infinite plane reflector at the same location. For a finite wall, the reflection 

will mostly be contained by the wall cross-section in the near zone and, in the far zone, will 

have a beamwidth related to the width of the wall.  For a wall of width W (or projected width 

for oblique incidence), the half power beamwidth (in the horizontal plane) in the far field will 

be about λ/W [5].  For a 10 m wide wall at broadside incidence and a wavelength of 1 m, this 

beamwidth is 0.1 radians = 5.7 degrees.  For wider walls, the beamwidth is smaller.  Most of 

the incident power will be scattered within this angle.  However, a scatterer will scatter some 

power in all directions. Thus, a received signal will consist of a direct wave, specularly 

reflected waves and scattered waves.  The specularly reflected waves represent waves within 

the cross-section or beamwidth of reflectors while the scattered waves represent energy 

scattered in all directions.  The specular components have discrete delays while the scattered 

components have a more or less continuous distribution of delay since they come from all the 

scattering structures in the area, including natural terrain features. 
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The above analysis and the practical considerations have been validated qualitatively by 

several experiments which are described in the next chapter. 



 

CHAPTER 3 
 
 

EXPERIMENTAL RESULTS 

3.1 General 

This chapter presents measurements of a communication channel between a base station and 

a moving vehicle in suburban and semi-rural areas which have line-of-sight (LOS) or near 

LOS propagation.  The objective is to provide a better understanding of the communications 

environment for this type of link and to validate the conclusions of Chapter 2, which presents 

a theoretical analysis of such a channel. 

 

A number of experiments have been performed to characterize a mobile communications 

channel.  The experiments consisted of setting up and running a communications link 

between a base station and a moving vehicle.  The radios were standard line-of-sight systems 

with simple single carrier modulation formats.  Data rates were 1 to 3 Mb/s.  Link error rates 

were measured along with received signal spectra and signal levels.  Measurements were also 

made in one case with a pulse transmitter.  The experiments were conducted in a suburban 

area and a semi-rural area.  All of the experiments and measurements described in this 

chapter have been obtained by the author, in conjunction with his colleagues from Ultra 

Electronics, as noted in the Acknowledgements.  All conclusions derived from these results 

are due to the author. 

 

The experiments were performed to validate the results derived by the author in the analysis 

of Chapter 2.  Prior to this analysis, it had been expected that, as long as a line of sight 

existed between the base station and the mobile, communication would generally be possible 

with low error rates, although the multipath interference would degrade the receiver 

threshold and reduce the link range.  The received signal would contain a relatively steady 

direct component.  On the other hand, for the obstructed case, the largest component could be 

from a reflection and this would fluctuate, causing changes between minimum phase and 

non-minimum phase conditions.  This would tend to produce numerous signal outages with 
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consequent poor link performance.  It was also expected that for the line-of-sight case, the 

level of the direct component would be significantly larger than any single reflected 

component. 

 

Contrary to the initial expectations, it was found that, even for line-of-sight conditions, there 

were numerous outages and severe multipath signal distortions.  The link error rates were 

often poor and loss of timing synchronization was frequent.  It was noted that, whenever the 

mobile approached a structure, there would be link problems, even in the semi-rural 

environment.  The channel behaviour tended to be either good, with few errors, or bad.  The 

bad channels were usually characterized by a single dominant reflection with small delay 

which produced periodic fading with significant level variations and severe signal distortion. 

 

The next section gives some typical experimental results and an analysis of their 

implications.  

 

3.2 Experimental results 

3.2.1 Measurement methods 

The experiments consisted of running a full duplex communications link between a base 

station and a moving vehicle, the scenario illustrated in Figure 2.1.  The base station had an 

omnidirectional (in azimuth) vertically polarized antenna on top of a 20 m mast.  The vehicle 

was a pickup truck with a vertical antenna mounted in the back.  The base of the antenna was 

at a height of roughly 2 m above the ground and the length of the antenna was about 2 m.  

The base station and vehicle antennas were the same type, vertical dipole arrays having a 

nominal gain of 4 dBi.  The communication links were run at frequencies in the range of 300 

MHz to 400 MHz at bit rates of 1 Mb/s to 3 Mb/s using simple modulation formats.  During 

the experiments, received error rates, received signal levels and received spectra were 

monitored.   
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Also, the mobile contained a video camera and the base station had a monitor, allowing an 

assessment of the structures near the mobile when the link performance was poor.  In 

addition, in one case, a pulse transmitter was used to directly study the reflections.  The link 

configuration is shown in Figure 3.1.  The term BERT refers to a Bit Error Rate Test Set. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1  Experimental link configuration. 

 

The experiments were run in two locations: a suburban location with a mixture of residential 

buildings and office buildings and a semi-rural area with single houses and small clusters of 

farm buildings.  The link lengths ranged from about 250 m to several km.  In most cases, a 

line of sight existed between the base station and the vehicle.  Under these conditions, the 

received signal level was usually well above the receiver threshold and no errors would be 

expected due to noise.   

 

The radios used for this experiment were digital radios transmitting and receiving 

continuously on different frequencies.  The waveforms were simple and robust QPSK and 
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binary FM (CPFSK).  The QPSK transmitter and receiver used matched root raised cosine 

filters and coherent demodulation.  The binary FM transmitter used Gaussian filtering plus 

pre-emphasis while the receiver used Gaussian filters and limiter-discriminator detection.  

Block diagrams of the QPSK and binary FM receivers are shown in Figures 3.2 and 3.3. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.2  QPSK receiver. 

 

 

 

 

 

 

 

 

 

Figure 3.3  Binary FM receiver. 
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The transmitter output power was about 35 dBm, while the receiver thresholds for a 10-5 

error rate in thermal noise were typically better than −90 dBm.  The received signal levels 

were therefore generally well above threshold. 

 

3.2.2 Results 

The experimental results are divided into four sections.  The first gives typical distributions 

of error rates.  The second shows examples of measured spectra.  The third illustrates 

measurements of received levels.  The fourth shows the results of the pulse transmitter tests.  

These results are shown in the following sub-sections. 

 

a) Error rate distributions 

 

It was typically found that the link performance would be either good with few errors or very 

poor with high error rates and frequent loss of link synchronization.  Link error rates were 

monitored continuously during a test run and sampled every 2 seconds.  The results are 

summarized as a distribution of the sample values i.e. the percentage of samples with various 

error rates.  Typical results are displayed as pie charts in Figure 3.4 for suburban and rural 

runs respectively.  These results were obtained with a link using binary FM modulation, a 

form of continuous phase FSK extensively used in military systems, at a transmitted bit rate 

of 1 Mb/s, although similar results were obtained with other simple modulation methods. 
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Figure 3.4  Distribution of error rates, suburban and rural links. 

 

These charts show the percentage of the time that the error rate exponent is a given value.  

For example, an exponent of –4 indicates that the error rate is between 10-4 and 10-3.  Note, 

however, that the values 0 and 1 represent actual BER values.  It can be seen that the error 

rate in both cases is 0 for the majority of the time but, for 1/3 or 1/4 of the time respectively, 

the error rate is significant. 

 

These results are typical, with the suburban results worse than the rural, but the pattern 

indicates a 0 error rate for the majority of the time but significant errors for 10% to 30% or 

more of the time.  Error rates greater than 10-1 likely represent loss of synchronization of 

timing recovery.  These runs were for short routes with the maximum range less than about 2 

km.  On longer routes, the percentage of time with 0 error rate is smaller.  It was also noted 

that results for the base station to mobile and mobile to base station were very similar, as 

would be expected due to reciprocity. 

 

The results show that there are many locations where there is little multipath and other areas 

where multipath interference is very high.  For a simple modulation like binary FM, it is 

           Suburban Route             Rural Route 
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reasonable to assume that a 0 error rate implies that the interference is at least 10 to 15 dB 

below the desired signal since the signal levels are well above the receiver thresholds.  On 

the other hand, an error rate above 10-2 implies an interference level within a few dB of the 

desired signal. 

 

This type of behaviour for a wireless channel, i.e. either very good or bad, has been noted by 

other authors, e.g. [34].  In the present study, it was noted that most of the “bad” areas were 

close to buildings.  When the mobile unit approached a structure, the error rate would 

increase and there would be losses of timing synchronization. A typical situation is illustrated 

in the sketch of Figure 3.5.  The transmitter was about 250 m from the mobile and the 

mobile was in the parking lot of a commercial building.  When the mobile was close to the 

building within the area where the reflection from the front wall would be, the link transition 

between these areas was quite sudden. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5  Mobile close to a building. 
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b) Spectrum measurements in bad areas 

 

During the test runs, received spectra were monitored continuously using a spectrum 

analyzer.  Spectra were recorded throughout the run to capture typical responses, especially 

when the mobile entered a “bad” area.  Sampling was done manually so that the number of 

recordings is not large but the recorded spectra are very representative.  Most measurements 

were made at the base station but the spectra at the mobile were found to be similar. 

 

Measurements were made both at RF frequency and at the receiver IF frequency.  In the first 

case, the spectrum analyzer was used as a receiver directly and was preceded by a low noise 

amplifier.  In the second case, the radio receiver was used and measurements were made 

using a spectrum analyzer at the IF frequency of 140 MHz.  Figures 3.6 to 3.10 show typical 

spectra. 

 

 

 

Figure 3.6  RF spectrum (18 February 2005). 
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Figure 3.7  RF spectrum (18 February 2005). 
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Figure 3.8  IF spectrum (18 February 2005). 
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Figure 3.9  IF spectrum (18 February 2005). 
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Figure 3.10  IF spectrum (18 February 2005). 

 

The spectra of Figures 3.6 to 3.9 show very significant distortion with a large notch in the 

spectrum, indicating a single dominant reflection.  Figure 3.10 has a more complex 

distortion than a single notch, indicating more than one reflection.  All of these figures 

represent bad channels. 

 

The spectrum obtained from the spectrum analyzer has only amplitude information and 

therefore represents the power spectrum of the positive frequency portion of the received 

signal around the carrier frequency.  The envelope of the autocorrelation of the received 

signal can be obtained from the inverse Fourier transform of this power spectrum, treating 

the spectrum as a lowpass spectrum centered on 0 frequency.  Let the displayed lowpass 

power spectrum be V(f).  Then, the complete power spectrum is: 
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)()()( 001 ffVffVfV −−+−=      (3.1) 

Taking the inverse Fourier transform gives: 

τπτπ τττ ⋅⋅⋅⋅⋅⋅⋅⋅ ⋅+⋅= 00 2*2
1 )()()( fjfj eUeUU     (3.2) 

where U1(τ) is the autocorrelation function of the complete waveform and R(τ) is the inverse 

Fourier transform of V(f).  Let U(τ) = Up(τ) + jUq(τ).  Then, the envelope of the 

autocorrelation function is: 

)()(|)(| 22 τττ qp UUU +=       (3.3) 

However, if a bandpass signal consists of a sum of delayed replicas with distinct delays, 

amplitudes of the delayed components can often be determined.  Assume a bandpass signal 

consisting of the sum of 3 components, the direct signal and 2 delayed components. 
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where xb(t) is the amplitude modulation, β(t) is the phase modulation and φi is a phase shift.  

The ti are delays with t0 = 0. 

 

The autocorrelation function Uyb(τ ) = E(yb(t+τ)·yb
*(t)) will be a bandpass function whose 

envelope has 4 peaks: at t = 0, t1, t2 and |t1−t2| as well corresponding peaks at negative delay 

values.  The peaks will be distinct as long as |t1−t2| is not equal to t1 or t2 and the 4 peaks do 

not overlap (due to the finite bandwidth of the modulated signal).  The relative amplitudes of 

the envelope peaks are given by: 
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Thus, the magnitudes and delays of the delayed reflected components can often be 

determined from the envelope of the autocorrelation function given by Equation 3.5.  

However, the minimum delay which can be distinguished is limited by the bandwidth of the 

signal modulation.   

 

A number of spectra have been analyzed in this way and are shown below.  The spectrum 

and its corresponding autocorrelation envelope are shown in the same figure.  The 

autocorrelation function has been obtained by a discrete inverse Fourier transform (IDFT).  

The spectral data had 401 points and a 401 point IDFT was used as well.  No smoothing or 

windowing has been used on the spectral data prior to inverse Fourier transformation.  In this 

experiment, the time resolution of the measurement system is not very good due to the 

relatively low bandwidth of the signal.  Windowing would widen the peaks of the time 

domain displays and degrade the time resolution further.   
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a) 

 

b) 

Figure 3.11  Spectrum analysis (a & b). 
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a) 

 

b) 

Figure 3.12  Spectrum analysis (a & b). 
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a) 

 

b) 

Figure 3.13  Spectrum analysis (a & b). 
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a) 

 

b) 

Figure 3.14  Spectrum analysis (a & b). 
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a) 

 

b) 

Figure 3.15  Spectrum analysis (a & b). 
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In Figure 3.11, there is only one significant reflection with a delay of 0.82 us and an 

estimated amplitude of 0.4 relative to the main component. 

 

In Figure 3.12, there are a number of reflections, with at least one being of high amplitude.  

The simple analysis does not apply here. 

 

In Figure 3.13, there are 2 significant reflections, with delays of  0.43 us and 0.82 us.  Again, 

the simple analysis does not apply since the difference in delay between the two reflected 

components will fall on the first reflected component and make it impossible to determine an 

accurate value of amplitude for the first reflected component.  However, the reflections are a 

significant percentage of the main signal. 

 

In Figure 3.14, there is only one relatively small reflected component visible at a delay of 

3.8 us.  However, the significant slope of the spectrum indicates that a large reflection of 

very small delay is present but cannot be distinguished in the autocorrelation due to the 

bandwidth of the modulation.  Its delay is a small fraction of a microsecond and the fact that 

the spectrum drops by 10 dB over its width indicates that the relative reflection amplitude is 

greater than 0.5.  (For a single reflection with a relative amplitude b, the peak to peak 

variation in channel frequency response is (1-b)/(1+b). 

 

In Figure 3.15, the signal spectrum appears almost undistorted, with perhaps a small 

reflection at a delay of 3.7 us and a relative amplitude of about 0.27.  Other smaller 

reflections are present at delays of 0.6 us and 5.1 us.  There is either no large reflection or it 

is not visible because it has very short delay, with the channel frequency response nulls 

symmetrically located around the center frequency. 

 

The graphs show the range of results which were observed.  Many spectra did not have 

extreme distortion while others showed only a single notch or tilt, indicating that there was 

probably a single dominant reflection.  The delay of this reflection was usually less than 

about 1 μs.  However, sometimes, there were spectra with several equally spaced notches, 
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indicating a reflection with longer delays.  Occasionally, there were very distorted spectra 

with several reflections. 

 

Figures 3.11 to 3.15 show that analysis of signal spectra can sometimes, but not always, give 

an indication of the magnitudes of reflections present in the received signal. 

 

c) Level measurements 

 

Some test runs were made to measure received signal level using a spectrum analyzer set to 

zero span mode (i.e. sweeping in time at a fixed frequency).  The resolution bandwidth of the 

analyzer was set large enough to capture most of the received signal energy.  The video 

bandwidth was selected to smooth the signal, consistent with the sweep rate.  Generally, it 

was set equal to or slightly less than the resolution bandwidth.   

 

Measurements were made both at RF frequency and at the receiver IF frequency.  In the first 

case, the spectrum analyzer was used as a receiver directly and was preceded by a low noise 

amplifier.  In the second case, the radio receiver, with the RF AGC disabled, was used and 

measurements were made using a spectrum analyzer at the IF frequency of 140 MHz.  The 

signal on the link was a 1 Mb/s QPSK modulation. 

 

Some typical measurements are illustrated in the figures below for both RF and IF 

measurements.  These measurements were made on the rural route but similar results were 

observed during the suburban tests. 
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Figure 3.16  RF level variation with time, slow random variations (18 February 2005). 
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Figure 3.17  RF level variation with time, random variations (18 February 2005). 
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Figure 3.18  RF level variation with time, small single reflection (18 February 2005). 
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Figure 3.19  RF level variation with time, small single reflection (18 February 2005). 

 

Figure 3.16 and Figure 3.17 show small random variations of received level.  Figure 3.18 

shows small variations of about 4 dB peak to peak which are partly periodic with a rate of 

about 2 sec.  This shows the presence of a small reflection with a small Doppler shift of 

about 0.5 Hz.  The last of the four figures, Figure 3.19, shows periodic variations of about 4 

dB peak to peak with a period of about 30 ms, which corresponds to a reflection with a 

Doppler shift (relative to the direct received signal) of about 33 Hz.  The two spikes are 

believed to be impulsive interference and are not related to the signals being measured. 

 

Figures 3.20 to 3.26 show IF level measurements.  It should be noted that the IF and RF 

level measurements are showing the same phenomenon.  The IF measurements were made 

for areas where greater variation of level was expected.  The sweep speeds are therefore 

higher.  Most of the RF measurements have a sweep speed of 3 sec/division whereas most of 

the IF measurements have a sweep speed of 0.1 sec/division. 
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The measurements were made with resolution bandwidths of 1 MHz and 5 MHz.  Those 

using 5 MHz show a “Meas Uncal” indication, which is generated automatically by the 

spectrum analyzer.  For this setting, there is a slight error in amplitude measurement which is 

not significant for the signal parameters being measured. 

 

 

 

Figure 3.20  IF level variation with time (18 February 2005). 
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Figure 3.21  IF level variation with time (18 February 2005). 
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Figure 3.22  IF level variation with time (18 February 2005). 
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Figure 3.23  IF level variation with time (18 February 2005). 
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Figure 3.24  IF level variation with time (18 February 2005). 
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Figure 3.25  IF level variation with time (18 February 2005). 
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Figure 3.26  IF level variation with time (18 February 2005). 

 

Figure 3.20 and Figure 3.21 show fairly rapid random amplitude variations.  Figure 3.22 

shows a slower random variation while Figure 3.23 has a combination of slow and rapid 

variations, with the latter apparently from a single reflection.  Figure 3.24 and Figure 3.25 

show very rapid variations with deep notches in which the variations are mostly due to a 

single reflection.  The periods of the rapid variations are about 16 ms and 40 ms respectively.  

The apparent modulated character of these waveforms is interesting and requires further 

study.  They appear to indicate that the magnitude of the reflection is changing.  Figure 3.26 

shows a very regular rapid 10 dB peak to peak variation with a period of 15 ms, which 

represents a single reflection with a Doppler shift of 66 Hz. 

 

The RF and IF level measurements illustrated by Figures 3.16 to 3.26 are representative of 

what was seen in both the suburban and rural test runs.  In terms of error rate performance, 

for the cases of random or slow variations, the error rate was usually zero or small.  
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However, those cases of rapid periodic variations greater than about 10 dB peak to peak 

almost always represented “bad” areas for error rate performance, with frequent losses of 

timing synchronization.    

 

The fact that there are deep fading notches of up to about 15 dB in the presence of a single 

dominant reflection is very significant.    For a CW or narrow bandwidth signal, a reflection 

of the same amplitude can null the signal completely.  A single reflection with a delay T will 

produce periodic notches in the frequency domain with a spacing of 1/T.  However, in this 

case, the signal bandwidth is about 500 KHz.  If the notches were spaced by 500 KHz or less, 

they would not null out the whole spectrum and the fade depth would not be large.  Thus, to 

produce deep fades, the notch spacing must be much greater than 500 KHz.  In fact, it can be 

shown that a 15 dB fade for a 1 Mb/s QPSK signal requires a notch spacing of 2.5 MHz and 

a reflection amplitude close to that of the direct signal.  The reflection delay is therefore 

about 0.4 μs and the corresponding path length difference is about 120 m.  This delay is less 

than the symbol periods of the signals used for this experiment. 

 

The analysis of Chapter 2 demonstrates that, for broadside reflection from a building wall, a 

near zone exists within which the reflected signal is large and outside of which, the reflection 

amplitude falls off quickly.  For a 10 m x 10 m wall, this near zone extends out about 100 m.  

For broadside reflection, a path length difference of 120 m corresponds to a distance of 60 m 

from the wall.  Thus, the observed behaviour is consistent with the theoretical analysis. 

 

d) Pulse transmitter measurements 

 

For these measurements, a pulse transmitter was used to study reflections directly.  A 

spectrum analyzer set to zero span mode and triggered on large received pulses was used as a 

receiver.  The pulse width was 1 μs and the frequency was 391 MHz.  The pulse repetition 

period was 40 μs.  The resolution bandwidth was set to capture most of the signal energy 

while the video bandwidth was set to provide as much smoothing as possible consistent with 

the signal bandwidth and the sweep rate. 
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The test was performed on a portion of the rural route which was known to give poor 

performance during the error rate and spectrum measurements.  Figures 3.27 to 3.35 below 

show the results of this test. 

 

 

 

Figure 3.27  Transmitted pulses (reference) (23 December 2004). 
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Figure 3.28  Transmitted pulse spectrum (23 December 2004). 
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Figure 3.29  Received pulse (23 December 2004). 
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Figure 3.30  Received pulse (23 December 2004). 
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Figure 3.31  Received pulse (23 December 2004). 
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Figure 3.32  Received pulse (23 December 2004). 

 

 

 

 

 

 

 

 

 

 

 

 



77 

 

 

Figure 3.33  Received pulse (23 December 2004). 
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Figure 3.34  Received pulse (23 December 2004). 
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Figure 3.35  Received pulse (23 December 2004). 

 

Figure 3.27 shows the reference pulse shape.  The bandwidth of the analyzer has been set at 

3 MHz for both resolution and video bandwidth to minimize the rise time.  Figure 3.28 

shows the pulse spectrum.  Figures 3.29 to 3.35 show various received pulses with video 

bandwidth settings to give a rise time (10% to 90%) of around 1 μs in order to smooth out 

noise effects.  This gives a time resolution of around 1 μs.  This is not ideal to accurately 

measure reflections with a sub microsecond delay but it is still possible to detect short delay 

pulses.  The noise floor in the figures is due to the equipment, not the reflections. 

 

The received pulses were continuously monitored and recorded at times which showed a 

representative behaviour.  The recording was initiated manually. 

 



80 

A number of the figures show a thickening of the main received pulse which indicates the 

presence of a reflection with a delay of 1 μs or less and a level which is within 5 dB of the 

main pulse.  Figure 3.33 shows two pulses where the second is about 1 μs after the first and 

1 dB higher.  One case, which was not recorded, showed 4 pulses of equal levels within 4 μs.  

Many of the figures also show smaller pulses at delays of 2 to3 μs and levels of –10 dB or 

less. 

 

3.2.3 Summary and analysis of experimental results 

These results indicate that, for the environments studied, the signal distortions are often due 

to a single dominant reflection.  It has been observed that, in “bad areas”, a large reflection is 

usually present and that this dominant reflection has an amplitude similar to that of the direct 

path.   The presence of this reflection produces deep periodic fades as the mobile moves,  

causing a poor link performance with a high error rate and usually a loss of synchronization.    

There are also other smaller reflections.  Furthermore, the delay of the dominant reflection is 

often short: less than 1 us.  The second smaller reflection, where it exists, has a delay of a 

few microseconds.   



 

CHAPTER 4 
 
 

APPLICATIONS 

4.1 Propagation models for practical channels 

The ideas of Chapters 2 and 3 can be used to construct models for mobile communication 

channels in many types of environments.  In general, a mobile moves throughout a defined 

region which contains reflecting structures such as buildings which usually have flat walls.  

For a given base station location, each structure will have one or perhaps two associated near 

zones (from two walls) in which the reflected fields are large; in many cases of the same 

order as the direct field at the mobile.  It should be noted that if either the direct or reflected 

field is much larger than the other, it is easier to correct the channel degradations.  If the 

fields are of similar magnitude, the channel degradations are much greater and more difficult 

to correct.  Outside the near zones, the reflected field falls off rapidly and its influence is 

reduced. 

 

The area in which the mobile moves will contain locations which are in the near zones of 

reflecting structures and other locations which are not.  In rural areas, the sizes of the near 

zones are small and less numerous.  The near zone may extend several hundred meters out 

from building walls.  In suburban areas, the buildings are larger and more numerous.  

Therefore, the near zones are also larger and occupy a larger fraction of the area.  In urban 

areas, the buildings are large and the density is high.  Most locations are likely in one or more 

near zones of buildings.  In this case, the near zones will extend far from the buildings and 

the reflections with significant magnitudes can have large delay spreads.  This explains the 

greater delay spreads seen in urban areas.  It should be recalled, however, that we consider 

only situations where there is line-of-sight.  Locations which are obstructed will have greater 

channel degradations. 
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One other characteristic of urban areas deserves mention.  Since the near zones tend to be 

large, they may include other buildings, which implies that multiple reflections cannot be 

ignored.  This effect is not considered here. 

 

In the present context, these concepts are used to construct a channel model for the rural and 

suburban cases.  A two-state model is appropriate here.  For some locations, the mobile will 

not be in any near zones and the channel will have small degradations which can, for most 

purposes, be ignored.  This is a good state.  For other locations, the mobile will be in a near 

zone and there will be a reflected field which is taken to have the same magnitude as the 

direct field.  The delay of the reflected field will be relatively small since the size of the near 

zone is small i.e. several hundred meters.  Thus, the maximum delay is around 1 μs or less.  

There may be other smaller reflections present but they can be modelled as an additional 

reflection whose magnitude is at least 10 dB below that of the direct path.  The delay of this 

reflection can be taken as 3 to 4 μs (refer to experimental results of Chapter 3).  It should be 

noted that this model is close to that of the SUI model for suburban locations [30].  The 

fractions of the operating area which represent good and bad locations depend on the 

building density. 

 

4.2 Estimation of link availability 

The concepts in this work can be applied to estimate the fraction of the locations which will 

experience a degradation of signal quality or will have an outage.  It has been shown that the 

worst case reflection is one which is similar in magnitude to that of the desired signal and 

that this will occur near structures. 

 

Consider again the case of the flat reflecting wall which was shown in Figure 2.1.  The wall 

has height H, width W and area A and its normal is here assumed to be oriented at an angle θ 

to the direction of propagation of the signal from the base station.  The wall will have a near 

zone with a width equal to θcos⋅W .  The projected area is θcos⋅A and the near zone 

distance (based on Equation 2.9) will then be about:
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λ
θcos

0

⋅= A
d

       (4.1) 

where λ is the wavelength.  In this case, d0 is the distance from the wall to the mobile, taken 

along a line from the reflection point on the wall to the mobile.  Note that the distance is 

assumed to be taken from the center of the wall but the near zone distance is generally much 

greater than the wall dimensions so this does not represent a large error. 

 

This is an approximation for the following reasons.  Based on the discussion of Section 2.2 

c), the equation will be an over-estimate when one of the wall dimensions is much smaller 

than the other.  When the angle θ approaches 90o, the effective wall width goes to zero and 

the height is no longer important.  Thus, when the angle increases beyond about 60o, the 

equation becomes increasingly inaccurate.  Also, Equation 2.9 does not consider ground 

reflection but the near zone is, in any case, not precisely defined.  Keeping in mind these 

caveats, it is believed that the equation provides a reasonable approximation of the near zone 

distance and will be used here.   

 

The delay difference between the direct signal and the reflected signal can be calculated from 

the geometry of Figure 4.1 below.  The distance from the base station to the reflection point 

on the wall is Rb and the distance from the wall to the mobile is Rm.  The distance from the 

base station to the mobile is Rbm. 
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Figure 4.1  Reflection delay geometry. 

 

The distance difference ΔR between the direct and reflected waves is given by: 

            

  )2cos(222
rmbmbmb RRRRRRR θ⋅⋅⋅⋅−+−+=Δ

    
(4.2)

 

And the delay difference is then:      

c

RΔ=τ
        

(4.3)
 

where c is the speed of light.  In general, the distance to the base station is much greater than 

the near zone distance from the wall.  Thus, Equation 4.2 can be simplified to:  

   
c

R r
m

θτ
2cos

2 ⋅⋅≈
       

(4.4) 

The first condition for a link outage is that the mobile must be in the near zone i.e. Rm < d0  

In Chapter 5, it is shown that some systems are able to compensate for reflections whose 

relative delay is greater than a symbol period of the transmitted signal.  For example, DS 

spread spectrum systems whose transmitted spreading code symbol period is less than the 

reflection delay are able to resolve echoes and greatly reduce the effects of reflections.  Non-
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spread modulations with short symbol periods are also theoretically capable of good 

performance in the presence of reflections.  In such cases, another condition for an outage is 

that τ < 1/Rs where Rs is the symbol period of the modulation.  To get an outage, the mobile 

must be in the near zone of the reflecting wall AND the delay difference must be less than 

the symbol period of the modulation.  Then, from Equations 4.1 and 4.4, the conditions for a 

link outage are: 

   
)2cos(  2

c
 <

rS
m R

R
θ⋅⋅⋅       

(4.5) 

and       

λ
θ r

m

A
R

cos
 <

⋅
       (4.6)

 

If the symbol period is long or the incidence angle is large, the entire near zone is potentially 

an outage area.  The part of the near zone outside the delay constraint is not an outage area.  

If the symbol period is small and the incidence angle is small, the delay constraint will 

determine the size of the outage area.  Of course, the width of the outage area is 

approximately the projected wall width perpendicular to the direction of propagation of the 

reflected wave. 

 

These concepts allow the potential outage areas, and therefore the areas where system 

coverage is available, to be determined.  The approach is illustrated in Figure 4.2, which 

shows a typical layout of buildings on a street grid.  All of the buildings within the line of 

sight (or with only a slight obstruction) of the base station are first identified.  Then, the 

reflection angles and near zone distances for each reflecting wall are calculated.  A delay 

constraint can be added, if required, for each near zone.  In this way, all of the areas where 

there is likely to be an outage, i.e. areas with high reflections, can be mapped.  The area can 

be further restricted to those in which the mobile can move (streets and parking lots).  The 

fraction of this area which falls within the zones where an outage can occur will determine 

the percent outage time.  If the route of the mobile is known, the percent outage time can be 

estimated from the distances which fall within the outage zones. 

 



86 

The analysis above has been applied to line-of-sight situations.  However, this methodology 

can also be applied to diffracted waves if the diffraction angle is shallow.  For example, this 

type of analysis could be applied to a wave diffracted over a low roof with a large open area 

on the other side. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2  Outage area estimation. 

 

Systems are often characterized by their coverage i.e. the areas where service with acceptable 

performance is possible.  In general, outages can occur either due to low signal levels or high 

reflections.  The outage areas considered in this study are areas of high signal level since they 

have line-of-sight or near line-of-sight.  They would often be considered areas of good 

performance based on an analysis of propagation loss.  However, the presence of reflections 

indicates that these areas likely have poor performance and should not be considered areas of 

system coverage. 

 

Potential outage areas 
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It has been stated previously (Chapter 2) that, if the ground reflected wave from either the 

building or the base station is not present, the effective near zone will be affected.  For 

example, if the ground reflection from the base station is blocked, while that from the 

building reflection is not, the effective near zone would be smaller since the signal reflected 

by the building would be smaller until the mobile was very close to the building.  If the 

situation is reversed, the effective near zone could be much bigger since the signal reflected 

by the building would not be partially cancelled by its ground reflection.  The locations of 

fences, for example, must be taken into account in this regard. 

 

4.3 Example of outage area prediction 

The methods outlined can be used to estimate theoretically the BER results shown in Figure 

3.3.  Specifically, the route driven by the mobile to produce this result can be analyzed using 

satellite images.  The areas where the signal quality is poor can be determined and the 

distances for which they intersect the route taken by the mobile can be found.  The fraction of 

the route for which the signal is poor and data errors occur can be compared to the outage 

fraction shown in the pie chart. 

 

The overall route is an 11 km circuit in a semi-rural area as shown in Figure 4.3.  The 

location of the base station is shown in the figure.  The height of the antenna mast is 20 m.  

The radio equipment is that of Chapter 3. 

 

The mobile travelled around the circuit at a speed of 40 to 50 km/hr.  Taking an average of 

45 km/hr, the speed is about 12.5 m/s.  The link error rate was sampled every 2 s, i.e. every 

25 m.  The data rate was 1 Mb/s.  The sampling rate therefore permits the detection of low 

error rates approaching 10-6 but gives a reasonable resolution of error rate versus location.  
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Figure 4.3  Test route of the mobile (© Google 2009). 
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A number of individual houses and clusters of farm buildings are located beside the road.  In 

addition, there are stands of trees as well as individual trees.  The maximum link distance is 

about 3 km and usually much less.  In most places along the route, the signal levels are high.  

Line-of-sight or near line-of-sight is available in most places along the route.  However, in 

one area directly behind the base station, signals levels are extremely low because the signal 

path is blocked by a large area of trees which end close to the road and there is also an old 

railway embankment between the base station and the mobile.  In this area, the signal is too 

low for communication. 

 

During the test, it was noted that the errors or link synchronization loss occurred whenever 

the mobile approached buildings or stands of trees which were close to the road.  Therefore, 

it is possible using satellite images to estimate where link errors would occur, based on the 

direction of the base station, the directions of reflections from buildings and the presence of 

stands of trees close to the road, which could reflect signals toward the mobile.  The widths 

of buildings in the area are at least 10 m so that the near zone distance is around 100 m or 

more.  Thus, any near zone area which intersects the route of the mobile will produce an 

outage area.  In addition, as noted, there was one area of very low signal level.  Figures 4.4 

to 4.8 show successive parts of the route, starting at the top (North end) and ending at the 

bottom (South end), at larger magnifications.   The images show the buildings and trees 

along the route.  These figures also indicate the lengths of road which are expected to be 

outage areas.  It should be noted that some reflectors appear in two images but the 

corresponding outage distance is given in only one image.  The directions of reflection from 

buildings can be estimated from Figure 4.3. 
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Figure 4.4  Magnified mobile route 1 (© Google 2009). 

 

In Figure 4.4, the total distance which is judged to be within the near zones of reflectors is 

440 m.  Of this total, 200 m is due to houses while 240 m is due to stands of trees. 
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Figure 4.5  Magnified mobile route 2 (© Google 2009). 

 

In Figure 4.5, the total distance which is judged to be within the near zones of reflectors is 

445 m.  Of this total, 400 m is due to houses while 45 m is due to stands of trees. 
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Figure 4.6  Magnified mobile route 3 (© Google 2009). 

 

In Figure 4.6, the total distance which is judged to be within the near zones of reflectors is 

745 m.  Of this total, 530 m is due to houses while 215 m is due to stands of trees. 
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Figure 4.7  Magnified mobile route 4 (© Google 2009). 

 

In Figure 4.7, the total distance which is judged to be within the near zones of reflectors is 

740 m.  Of this total, 140 m is due to houses while 600 m is due to a large stand of trees very 

close to the road.  This stand of trees, along with the railway embankment behind them 

blocks the propagation path and produces a very low signal level in this area.  This is the 

only area with a low signal level along the route. 
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Figure 4.8  Magnified mobile route 5 (© Google 2009). 

 

In Figure 4.8, the total distance which is judged to be within the near zones of reflectors is 

180 m.  All of the reflectors are from houses. 

 

The total length of the route is 10.9 km.  Adding the lengths of the outage areas along the 

route, it is calculated that 23.4% of the circuit should produce errors or more serious link 

problems; 13.3% due to reflections from houses, 4.6% due to reflections from trees and 5.5% 

due to low signal levels caused by blockage by trees.  The measured outage percentage from 

Figure 3.3 is 29%.  It is believed that the difference is due to the presence of numerous 
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individual trees close to the road.  It is possible that each tree could produce a short burst of 

errors which would be detected by the error counters.  In Figure 3.3, 4% of error samples 

had low error rates of 10-4 to 10-5, which represents 20 to 200 errors over a 2 s period for a 

data rate of 1 Mb/s.  If a tree produces an error rate of 0.1, a burst of 200 errors would be 

produced over a time period of 2 ms.  For a vehicle moving at 12.5 m/s, this represents a 

distance of 0.025 m.  Thus, very small areas of high reflection could produce noticeable error 

rates. 

 

 

 

 

                          



 

CHAPTER 5 
 
 

EFFECTS OF SINGLE DOMINANT REFLECTION ON SIGNAL MODULATION 

5.1 General 

The previous analysis and experimental results show that, in areas where the channel is very 

poor, there tends to be a single dominant reflection.  In this section, the effects of such a 

reflection on several typical modulation methods are studied.  A signal reflection can be 

considered as a type of interference and the general effects of interference are well known: 

they increase the signal to noise ratio required for demodulation for a specified error 

probability.  Alternatively, signal reflections can be considered to modify the spectrum of a 

received signal.  These approaches are well known.  Here, the emphasis will be on 

consideration of more detailed problems such as the effects on timing and carrier recovery as 

well as using these standard analysis techniques to determine how to minimize the effects of 

the reflection. 

 

For this model, as the mobile moves in areas of good propagation, the link performance will 

be good, with few errors.  The received field magnitude will vary slowly.  However, as it 

approaches a near zone, the reflected field increases rapidly until it is of a similar magnitude 

to the direct field.  The total field will then oscillate rapidly in magnitude and phase as the 

direct and reflected waves add and cancel due to the vehicle motion.  The rate at which the 

level changes depends on the mobile speed and the path geometry (Doppler effect).  The 

signal may switch between a minimum phase and non-minimum phase type.  In this 

situation, the link performance will likely be poor, with numerous errors and perhaps loss of 

synchronization.  When the mobile passes out of the near zone, the level oscillations decrease 

rapidly and the link performance returns to normal. 

 

The proposed propagation model consists of a direct wave, a reflected wave of similar 

magnitude and short delay and a second small reflection of larger delay.  It is important to 

determine the effects of this model on typical digital modulation waveforms.  This will be 
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done here in a general and qualitative way, followed by a more detailed analysis.  In this 

work, only continuous transmission systems using single antennas are considered.  Antenna 

diversity is not considered in detail but is briefly discussed in Section 5.9. 

 

We consider mainly the effect of the larger, shorter delay, reflection whose effect is to put 

notches into the channel frequency response.  The notches are spaced in frequency by 1/τ 

where τ is the relative delay of the reflection.  The depth of the notches depends on how close 

the magnitudes of the direct and reflected signals are.  If the mobile is moving, the notches 

also move in the frequency domain.   

 

The effects on a signal modulation depend on the signal bandwidth.  If the signal bandwidth 

is much less than the notch spacing i.e. the reflection delay is small relative to the modulation 

symbol period, then the signal level will vary according to its carrier frequency relative to the 

notch.  If the frequency is at the peak of the channel response, the signal level is high and the 

signal distortion is small.  As a notch moves closer to the carrier frequency, the signal level 

fades.  When the signal carrier frequency is very close to the notch, the level is very small 

and the distortion will be very great.  At this point, there may be numerous errors on the link 

or the link may be lost.  The overall effect is similar to flat fading, in which the signal will be 

lost for a certain percentage of the time.  The fading rate will depend on the speed of the 

mobile.  The only remedy for this situation is coding and interleaving where the interleaver 

depth must encompass a number of fades.  This implies that the required interleaver depth is 

a function of vehicle speed, which may not be a practical solution for low speeds as the 

interleaver becomes too large.  Diversity would also help in this situation but is not 

considered in detail here as this analysis deals with the effects on a single receiver.   

 

If the signal bandwidth is much greater than the notch spacing, the received signal level will 

not fade (at least due to reflection multipath) but some parts of the spectrum will always be 

lost.  However, in this case, a number of solutions are possible.  For example, a system which 

transmits very short pulses, such as ultra wideband (UWB) can overcome the reflections if 

the pulse width is shorter than the reflection delay.  Similarly, a direct sequence spread 



98 

spectrum system whose chip period is less than the reflection delay can also work.  An 

OFDM system is another potentially suitable candidate but the system design must take into 

account the dynamic behaviour of the multipath. 

 

A higher bandwidth signal will, in principle, be better able to tolerate reflections as long as 

the delay is above a certain value.  However, the higher the bandwidth, the lower the range of 

the system since a higher received level is required for low error rates.  This implies a trade-

off between range and reflection tolerance. 

 

The reflection delay depends on the mobile position relative to the reflector and the location 

and size of the near zone.  In general, the larger the bandwidth of the signal, the closer the 

mobile will be able to come to the reflector.  The following sections contain a more detailed 

analysis of some of the effects of multipath. 

 

5.2 Mathematical models of modulated signals  

Modulated signals are narrowband bandpass signals which can be expressed as [42]: 

)sin()()cos()()( 00 ttqttpts ⋅⋅−⋅⋅= ωω     (5.1) 

Where ω0 is the radian center frequency of the carrier.  This can be written in the equivalent 

form [41]: 

})]()(Re{[)( 0 tjetqjtpts ⋅ω⋅⋅⋅+=      (5.2) 

This represents a phasor of varying amplitude and phase rotating with a radian frequency ω0.  

The analytic signal associated with s(t) is [42]:   

)()()( tqjtptz ⋅+=        (5.3) 

This is a baseband signal which represents the complex envelope of the bandpass signal i.e. 

the real and complex parts represent the in-phase and quadrature components of the signal.  

The Equation (5.3) is completely general but, in this thesis, the signals are generally 

quadrature amplitude modulated (QAM) signals where p(t) and q(t) are of the form [42]: 
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where n is the symbol number, an and bn are discrete levels, u(t) is the basic pulse shape and 

T is the symbol interval.  

 

5.3 Delay and doppler effects 

The delayed signal s(t-τ) is: 

})]()(Re{[)( )(0 τωτττ −⋅⋅−⋅+−=− tjetqjtpts      (5.6) 

which corresponds to the analytic signal: 

τωτττ ⋅⋅−⋅−⋅+−= 0)]()([),(1
jetqjtptz      (5.7) 

The quantity −ω0τ corresponds to an angle of rotation.  Thus, the delay τ produces a delay in 

the complex envelope as well as a rotation of the complex envelope.  The delay τ can be 

written as: 

c

rtr=τ         (5.8) 

where rtr is the distance that the ray travels between transmitter and receiver (including 

reflections) and c is the speed of light.  When the distance changes, the rotation angle 

changes with time.  In most ground based mobile applications, accelerations are small and 

the distance rtr can be written: 

trrtr ⋅+= ν0         (5.9) 

where r0 is a constant and v is a velocity.  In this case, the phase angle is: 

c
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νωωθ 000)(                    (5.10) 

The term –ω0r0/c is a constant phase while the term ω0vt/c is a phase that varies linearly with 

time.  If ω0 = 2πf0, then the variable term corresponds to a frequency shift: 

c
ffd

ν⋅= 0                  (5.11) 

which is called the Doppler shift [9].  The frequency shift is positive when the distance 

between the transmitter and receiver decreases and negative when it increases. 
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5.4 Effect of reflections on modulated signals 

When the received signal consists of a desired signal and a series of reflections, it is 

described by the equation: 


∞

−∞=

⋅=
n

nrnr tzatr ),()( 1 τ                (5.12) 

Where the arn are complex coefficients, the τn are delays and the function z1 is as defined in 

Equation (5.7).   This thesis deals with communication between a fixed base station and a 

mobile which is assumed to be moving with a fixed velocity.  Thus, the received signal can 

be written as: 
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where it has been assumed that the delays are varying linearly with time to produce a fixed 

phase offset and a fixed Doppler frequency offset for each reflected component.  The first 

component is taken to be the direct signal and the others reflections.  The direct signal is 

arbitrarily taken as a reference; the delay and Doppler shift of this signal are ignored and only 

the relative delays and Doppler shifts of the other components considered.  Thus, Equation 

(5.13) can be written as: 
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where the Δ indicates a relative value referenced to the direct component.   

 

In general, the complex coefficients αrn, and the delays τn are variable as the mobile moves.  

However, if the mobile is moving over a small area, these quantities can be considered as 

fixed [11].  In this case, only the rotation angles 2πΔfdnt are variable.  Also, the data rates of 

the communication links for this study are in the range of several Mb/s while the relative 

Doppler frequency offsets are below 100 Hz.  Therefore, the rotation angles 2πΔfdnt +Δθ0n 

vary much more slowly than the modulation which carries the information and can be 

considered as fixed over many modulation symbols. 
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As an illustration, consider a carrier frequency of 400 MHz (approximately the same as the 

largest frequency used for the measurements.  For a vehicle speed of 100 Km/hr, the Doppler 

shift would be 28 Hz.  A QPSK signal with a data rate of 1 Mb/s would have a symbol period 

of 2 μs and the rotation of the signal phasor during this time period is 0.02°.  The rotation 

would be 1° during a time period of 50 symbols.  During a 1 symbol time period, the vehicle 

would move 0.056 mm and the delay would change by a negligible amount over a symbol 

period.  

 

Thus, the received signal can be considered to consist of the desired signal plus a series of 

delayed versions of the desired signal which are also rotated in phase.  The delays are fixed.  

The phase rotations vary linearly with time depending on the relative Doppler rates of the 

desired signal and the delayed reflections. 

 

An important factor about the relative delays between the desired signal and the reflections is 

the size of the delays relative to the symbol period of the signal.  If the data symbols are 

independent and the delays are greater than the symbol period, the interference looks like 

separate independent interferers and the reflected signals can, in principle, be resolved.  

However, if one or more of the delays are less than the symbol period, the corresponding 

reflections cause distortion of the desired signal and a reduction in average signal level when 

the relative phases of the components are such that cancellation occurs.   

 

The effect of the delayed reflections is to produce intersymbol interference in the desired 

received signal.  For a classical receiver with symbol by symbol detection, the effect will be 

to degrade the bit error probability of the demodulated signal.  A conceptual model for a 

standard classical receiver (e.g. [42, 43, 44]) for digital signals was shown in Figure 3.1 and 

is reproduced in Figure 5.1 below for convenience.  The front end provides low noise 

amplification and down conversion to a lower IF frequency.  The demodulator includes down 

conversion to DC, matched filtering and a decision process to recover the data.  The 

demodulation is generally coherent and therefore includes a carrier recovery function which 

tracks the carrier of the received signal.  There is also a timing recovery function which 
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tracks the symbol timing of the signal and provides a symbol clock which times the decision 

process i.e. it determines when the demodulated signal is sampled. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.1  Standard receiver model. 

 

A brief discussion of the performance of more general receiver structures in the presence of 

multipath is given in Section 5.9. 

 

For a QAM type signal, the decision process consists of a sampling of the in-phase and 

quadrature components followed by a hard decision process or a soft decision process and 

forward error correction decoding [42].  The effects of interference produce errors in this 

decision process when the interference is too large.  In general, the effects are limited to 

those time periods for which the interference is large.   

 

However, if the interference is able to affect the carrier recovery or timing recovery 

processes, the effects can last considerably longer because these functions are generally 

performed by specialized phase locked loops with very narrow bandwidths, which react 

relatively slowly.  Once disturbed or forced out of lock, these loops may take many 

milliseconds to recover.  For a 1 Mb/s data stream, 10 ms represents 10000 bits. 
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Even more serious problems may occur for some older types of serial multiplexing 

equipment connected to a radio receiver.  Such equipment operates on a continuous data 

stream and usually takes the recovered timing from the radio to process the data.  If the 

timing loses synchronism with the data stream, the external equipment loses synchronism as 

well and must resynchronize before it can resume proper operation.  Thus, such equipment 

will suffer an outage as well and this will add to the time for which the data is not usable.  

Serial digital multiplexing equipment usually requires that the incoming data and timing 

signals are synchronous, even if the data itself contains errors.  This is generally described as 

a requirement for “bit count integrity” i.e. the number of data bits in a specified time period 

must correspond to the number of clock cycles in this period.  No “cycle slips” of the timing 

(either gains or losses of cycles) are permitted for proper operation of the equipment.  It 

should be noted, however, that newer IP, LAN or packet based equipment would not have 

this requirement for bit count integrity since each packet is processed independently. 

 

It is apparent that the effects of interference can cause even greater problems than to produce 

errors in the data stream itself if it can cause the loss of synchronism of the carrier recovery 

process and, especially, the timing recovery process.  The theory of Chapter 2 and the 

measurements of Chapter 3 have shown that there is often a single dominant multipath 

interferer.  Thus, in this work, we focus on the effects of multipath interference with a single 

dominant reflection on the carrier recovery and timing recovery processes in a typical 

coherent demodulator of a QPSK receiver.  Most of the measurements of Chapter 2 were 

made with a QPSK system.  It is also felt that QPSK would be more likely to be used for a 

mobile system than a more complex QAM modulation because a complex QAM system 

would be much more susceptible to multipath interference.  A complex QAM system needs a 

much higher signal to noise ratio for equivalent error rate performance [43] and would 

therefore be more susceptible to multipath interference as well.  Such a system also requires a 

precise AGC, which would also be affected by interference. 
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5.5 Effects of single dominant reflection on signal spectrum 

For a single reflection, Equation 5.14 simplifies to: 
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The expression 2πΔfd1t +Δθ01 represents a slow phase variation with time over many 

modulation symbols.  As a first approximation, it can be considered constant.  Thus, taking a 

Fourier transform of Equation 5.14 gives approximately: 

 

1011 2)2(
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or 
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The frequency response of the channel is given by: 
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where 2πΔfd1t +Δθ01 is a slowly varying phase.  For a given value of a1, this represents a 

notch filter with a period of  1/ Δτ1 in the frequency domain.  The rate of change of the notch 

frequency with time is Δfd1/
 Δτ1 in Hz/sec.  Without loss of generality we set a0 = 1 and  Δθ01 

= 0.  Also, a1 is assumed real since a phase term can be taken into the exponential.    The 

maximum frequency response is 1+│a1│ while the minimum is 1−│a1│.  Thus, for values of 

the reflection coefficient close to 1, the notch can be deep.  The width of the notch is 

proportional to 1/Δτ1.   

 

If the notch is moving, it will periodically hit the signal spectrum and cause distortion.  If the 

delay Δτ1 is much less than a symbol period, the notch will be wider than the signal spectrum 

and the signal level will be significantly reduced when the notch hits the signal frequency 
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and the signal will be distorted.  When the notch does not hit the signal spectrum, the signal 

will not be affected.  If the delay is greater than a symbol period, there will always be a notch 

somewhere in the signal spectrum and perhaps more than one.  The signal level will not vary 

greatly but the signal will always be distorted. 

 

 

5.6 Effects of single dominant reflection on receiver synchronization 

5.6.1 Aspects of synchronization 

The signals under consideration in this work are continuous transmission QAM types, 

especially QPSK which is emphasized here.  These signals require coherent demodulators for 

optimum demodulation.  The measurements of Chapter 3 were made mostly with coherent 

QPSK demodulators.  Thus, synchronization (i.e. carrier and timing recovery) of such a 

system is considered here.   

 

The received signal consists of a series of symbols equally spaced in time.  Each symbol 

shape is a pulse defined by the overall system filtering, which is assumed here to be a raised 

cosine shape [42] with an excess bandwidth of 25%.  The raised cosine filter produces a 

pulse shape with zero intersymbol interference on that symbol; neighbouring symbols have 

no effect. 

 

In order to demodulate this signal, the carrier signal must be recovered and the signal down 

converted to DC to produce in-phase and quadrature components corresponding to the real 

and imaginary components of the analytic signal of Equation (5.3).  Also, the symbol timing 

must be recovered.  In the absence of interference, the instants corresponding to the centres 

of the symbols must be determined.  The signal components are sampled at the centres of the 

symbols and the data recovered.  In the presence of multipath interference, the optimum 

sampling instant may not be in the centre of the symbol; a better strategy for a classical 

receiver is to sample at the maximum eye opening [42]. 

 

LENOVO
Stamp
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Carrier and timing synchronization of coherent demodulators is a well known field and many 

methods to accomplish this are described in the literature [42, 43, 44].  Meyr [43] gives a 

general framework for analyzing synchronization and detection for non-fading and fading 

channels.  A number of references also treat the effects of multipath fading on carrier 

recovery [50, 51] and timing recovery [51, 52, 53].  However, these references generally treat 

flat fading [50 51] or multipath where the delay spreads are small fractions of a symbol [53].  

Brandao [52], who treats the optimization of the sampling timing instants to minimize the bit 

error rate, states that the degradation of timing recovery due to multipath and cochannel 

interference is large.  Carrier synchronization in the context of CDMA systems is treated, for 

example, by Van Nee [54].  Boyer [54] states that the optimum timing for frequency 

selective fading channels is an open question and treats the performance difference due to 

setting the timing reference on the first or largest multipath components.  An indoor 

propagation delay distribution is used in [55]. 

 

The objective of the present work is to determine how the synchronization is affected by 

multipath interference with a single dominant reflection having different amplitudes, delays 

and reflection angles.  Such an analysis has not been found in the literature.  In particular, it 

is important to judge whether synchronization is maintained in the presence of multipath. 

 

A timing recovery function for a QPSK signal typically has the form shown in Figure 5.2.  

 

 

 

 

 

 

 

 

Figure 5.2  Typical timing recovery function for QPSK. 
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This structure is a phase locked loop which tracks the average symbol positions of the 

received signal.  A typical phase detector for timing recovery in a classical receiver forms the 

derivative of the squared magnitude of the signal and averages this quantity over 

corresponding time instants in a number of successive symbols [42].  For a symbol time 

0<t<T, the phase detector forms the quantity: 
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+=                (5.19) 

 

where the expectation E indicates averaging over all symbols.  Such a detector is maximum 

likelihood for the whole channel.  In practice, the averaging is done over a large number of 

symbols.  For the assumed system filtering, the phase detector characteristic approximates a 

sine wave, as determined from a system simulation i.e. 

 

)]5.0(2sin[)(
τ

π t
KtP dd −⋅⋅⋅≈               (5.20) 

 

where Kd is the phase detector constant.  It can be shown analytically that, when the system 

filtering is Nyquist, the phase detector characteristic of Equation 5.19 is, in fact, a sine wave.  

Analyses for similar situations are performed by Meyr et al [43] and Gardner [56].  

 

The best estimate of the timing instant occurs when the phase detector output is zero i.e. 

when t = T/2.  The loop constants and filter parameters are chosen to track the assumed 

dynamics of the incoming signal.  It should be noted that the timing recovery function 

depends only on the signal magnitude and therefore, does not depend on having a correct 

carrier phase i.e. the timing can be recovered before the carrier phase has been correctly 

synchronized.   

 

A carrier recovery function is also typically implemented as a phase locked loop but the 

phase detector estimates the error in the recovered carrier.  In a data aided carrier recovery 

loop, the phase error is estimated by the phase difference between the recovered signal and 
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the nearest correct symbol location [42].  The phase error is averaged over many symbols.  

The loop acts to reduce the average phase error to 0.  A QPSK constellation is shown in 

Figure 5.3. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.3  QPSK constellation. 

 

 

The phase detector for this system is periodic with a period of π/2 since there are 4 symbol 

locations.  The recovered carrier therefore has a 4 fold ambiguity, which is typically resolved 

either by differential decoding or by detection of known sequences within the data stream.  

The resolution of the ambiguity is not the main focus of this work and is not considered 

further. 

 

In a classical coherent receiver, the carrier recovery function is used to generate a carrier 

which down-converts the received signal to DC.  The in-phase and quadrature signal 

components are then sampled in the middle of the symbol period by the recovered timing 

signal. 
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5.6.2 Steady state timing and carrier recovery phase errors due to single reflection 

A first analysis of the effects of a single reflection on the timing and carrier synchronization 

has been performed by the author by means of simulation.  The simulation implements 

Equation 5.14 with a single reflection having a fixed phase shift.  The timing phase is 

estimated from Equation 5.19 where Pd(t) = 0.  The carrier phase error for each symbol is 

determined from the in-phase and quadrature sample values at the timing phase.  The 

simulation is performed for 1024 symbols with 32 samples per symbol.  The timing recovery 

phase detector characteristic and the carrier phase error are averaged over 1024 symbols.  

The overall channel filtering is a raised cosine with 25% excess bandwidth. 

 

The above process has been repeated with different reflection delays, different reflection 

amplitudes and different reflection phases.  The results have been plotted by the author in a 

series of graphs in the Annex.  For each reflection delay, the carrier or timing phase error is 

plotted as a function of reflection amplitude and phase.  Recall that, as the mobile moves 

over a small area, the reflection magnitude will stay fixed and the phase will rotate.  Thus, 

phase errors of the recovered timing and carrier will have a periodic variation with time (and 

mobile position).  Delays are plotted up to two symbol times.  Beyond this, the effects are 

mostly random since the data symbols are assumed to be independent. 

 

The Annex shows the average timing phase error as a function of reflection amplitude and 

phase.  The relative amplitudes range from 0 to 1 and the phases from –π to π.  For small 

amplitudes, the timing phase errors are also small and tend to be sinusoidal.  However, as the 

amplitudes approach 1, the timing phase errors become significant and tend to be very non-

linear with reflection angle.  The phase errors tend to have two values, with very rapid 

transitions between them at certain reflection phase angles.  One value of phase error is about 

120 degrees while the other is about -40 degrees.  When the delay exceeds 1 symbol, the two 

delay values are -120 degrees and 40 degrees.  At the same time, the peak phase detector 

output varies widely in magnitude.  The peak phase detector output affects the parameters of 

the phase locked loop.  When it is low, the loop becomes underdamped and tends toward 
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instability.  When the peak phase detector output is low, it is low regardless of the phase 

error.  Thus, the loop cannot respond correctly to phase errors.  These effects cause the 

recovered timing to be very unreliable when the magnitude of the reflection approaches one. 

 

The preceding discussion of the peak phase detector output has omitted any consideration of 

the operation of the automatic gain control (AGC) in a practical receiver.  A receiver always 

has an AGC system because signal variations with link range can be very great.  The speed of 

the AGC has a great effect on the peak phase detector output.  If the AGC speed is fast 

enough to track the signal level variations, the peak phase detector output will not be greatly 

changed and the preceding discussion will not apply.  However, if the AGC is too slow, it 

will not respond to fast level variations and the simulation results will apply. 

 

Clearly, the operation of the timing recovery is greatly affected by the presence of large 

reflections and also by other details of the system design such as the AGC.  It can therefore 

be expected that timing recovery in the presence of large reflections, especially with low 

delays, will be unreliable. 

 

Annex 1 also shows the average carrier phase errors.  Again, the relative amplitudes range 

from 0 to 1 and the phases from –π to π.  When the reflection delay is very small, the peak 

carrier phase error approaches 90 degrees for reflection magnitudes approaching one.  For 

larger delays, the peak errors are smaller but still significant.  It should be noted as well that a 

data aided carrier phase detector for QPSK will have a range of ± 45 degrees since the 

constellation points are spaced by 90 degrees.  Thus, any phase error beyond 45 degrees will 

be incorrectly interpreted by the phase detector.  The tracking loop will then get incorrect 

information and will not be able to track correctly.  The stability of the carrier recovery loop 

will be degraded and the tendency to lose lock will be increased. 

 

Also shown in Annex 1 is the variation of the received signal power.  For large reflections 

with low delays, when the reflection phase is zero, the peak signal is 6 dB greater than 

normal while the minimum signal can be deeply faded.  Very low delays correspond to the 
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case of flat fading.  As the delay increases, the variation in the signal is decreased, even when 

the reflection phase is 180 degrees.  When the delay exceeds one symbol period, the variation 

is not large.  This corresponds to the notches in the channel frequency response being spaced 

by less than the signal bandwidth. 

 

5.7 Direct sequence spread spectrum systems 

It has been seen that large reflections cause problems for standard modulation systems.  For 

delays greater than a symbol, the reflection looks like random interference because the data 

symbols are assumed to be independent.  For delays less than a symbol, the reflection causes 

distortion of the signal and potentially fading if the delay is small enough.  It is therefore 

useful to reduce the effective level of the reflections.  Direct sequence (DS) spread spectrum 

systems offer a way to do this because a reflection with a delay greater than the chip period 

of the spreading code looks like an independent interferer.  When the signal is despread, the 

desired signal is recovered while the reflection looks like noise. 

 

DS systems are treated in detail in a large number of texts [42, 46, 47].  The data symbols 

with a rate of RS are combined with a high rate spreading code of rate RC and modulated onto 

a carrier.  The modulation is assumed to be QPSK for simplicity.  The effective bandwidth of 

the spread signal is Rc, where Rc is the chip (symbol) rate of the spreading code.  The 

spreading codes are designed to look random i.e. there is a low correlation between any two 

chips.   

 

At the receiver, the signal is despread by a multiplicative process which leaves the unspread 

modulated signal having a bandwidth of Rs.  Suppose that the received signal consists of a 

desired signal plus a reflection having a delay greater than the chip period and a relative 

amplitude of α1.  The result of the despreading operation will be that the desired signal keeps 

the same amplitude while its bandwidth is reduced to Rs.  The reflection, however, while 

keeping the same relative amplitude, will still have a bandwidth of approximately Rc because 

code chips are approximately uncorrelated.  The desired signal can then be filtered by a filter 



112 

of bandwidth Rs and the power of the reflection will be reduced by a factor of Rs/Rc (the 

process gain of the system).  Thus, the reflection of relative amplitude α1 will appear as a 

noise having a relative power of α1
2Rs/Rc.  The effective power of the reflection is reduced 

by the process gain of the despreading operation.  If the signal to noise ratio is high enough, 

the effect of the reflection is negligible.  Error correction coding can also be applied to 

remove any remaining errors. 

 

When the delay is less than a chip period, the reflection will appear partially correlated to the 

desired signal during the despreading process.  Part will appear as uncorrelated noise and part 

will cause distortion of the direct signal component. 

 

The effect of a simple DS system is therefore to allow the mobile to come closer to a 

reflective structure than with a non-spread modulation.  When the delay of the reflection is 

less than the length of the spreading code chip, the reflection begins to have a significant 

effect but the chip period is typically much less than that of the modulation symbol period.  

The disadvantage of the DS system is that it requires much more bandwidth than a non-

spread modulation. 

 

A more complex type of DS receiver is a RAKE receiver [42], in which the different 

reflected components are tracked by the system.  They then have their delay differences 

compensated and all the components are added.  This type of receiver is typically used in a 

CDMA cellular base station [57].  The delay components are referred to as “fingers”.  

Usually, 5 fingers are tracked.  This type of system is more complex than the simple DS 

receiver but has much better performance.  However, the time resolution of the system is still 

one spreading code chip period.  If the delay of the reflected component is less than 1 chip 

period, signal distortion will still result. 
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5.8 OFDM systems 

An OFDM signal has features which enable it to withstand multipath to a greater extent than 

a single carrier modulation.  An OFDM signal consists of many small subcarriers spaced at 

precisely the symbol rate to maintain orthogonality [48].  For each symbol, every subcarrier 

is modulated with an amplitude and phase, usually with a QAM constellation.  Typical QAM 

constellations are BPSK, QPSK, 16 QAM and 64 QAM.  Each symbol also has a cyclic 

prefix (guard time), which is a repeated portion of the end of the symbol.  In this way, as long 

as the delay spread of the multipath is less than the length of the cyclic prefix, there will be 

no intersymbol interference since there will always be a clear time period equal to the symbol 

length which can be demodulated. 

 

The demodulator removes any frequency offset (for example due to Doppler shifts) and 

synchronizes with the symbol times.  Then an FFT is performed on the symbol and each 

subcarrier recovered.  The subcarrier amplitude and phase are converted into information 

bits. 

 

In order to correctly recover the amplitude and phase of each subcarrier, an amplitude and 

phase reference is required.  For this purpose, a number of subcarriers are allocated for pilot 

subcarriers with known amplitude and phase values.  Pilot subcarriers may occur on every 

symbol or on some of the symbols. 

 

The amplitudes and phases of the pilots are recovered and used as amplitude and phase 

references.  The phase and amplitude shifts introduced by the channel for each subcarrier are 

estimated from the pilot values by an interpolation process. 

 

The demodulator must remove Doppler frequency offsets, recover the symbol timing, 

estimate the channel response and make a decision on the symbol value of each subcarrier.  

The following sub-sections briefly consider these subjects, with the main emphasis on 

recovery of the data. 
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a) Doppler effects 

 

The demodulator must estimate the frequency errors of the received signal and try to remove 

them.  Frequency errors can be due to oscillator tolerances or vehicle motion.  If there is no 

multipath, frequency correction should be straightforward and there will, in principle, be no 

degradation due to Doppler effects. 

 

If there is static multipath, the channel does not change with time but the received signal is 

not flat across the frequency band and there may be errors in the frequency correction.  In 

this case, there will be a performance degradation due to interference between the subcarriers 

[48].  If there is dynamic multipath due to vehicle motion, there may be a variable frequency 

correction error, also producing a degradation for the same reason.  It is assumed here that 

the Doppler shifts are sufficiently corrected to achieve acceptable performance. 

 

b) Symbol timing recovery 

 

Symbol timing recovery can be performed in various ways [48], such as correlation of the 

cyclic prefix with the end of the symbol.  It is assumed that, as long as the cyclic prefix is 

long enough to cover the multipath delay spread, symbol timing recovery performance 

should be acceptable. 

 

c) Channel estimation and tracking 

 

When multipath is present, the channel frequency response is no longer flat and the 

amplitude and phase of the subcarriers will vary in time and across the symbol frequency 

range.  The demodulator must estimate this variation to correctly demodulate the signal.  

Also, both the main component and the multipath reflections have Doppler frequency errors 

due to mobility. 
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The estimation of the pilots can be regarded as a sampling process.  There must be enough 

pilot subcarriers and symbols containing pilots to permit the unambiguous recovery of the 

pilot samples under the given delay spread and Doppler spread.  It is also assumed here that 

this condition is fulfilled.  

 

d) Data recovery 

 

Each subcarrier is modulated with a QAM signal, which is typically BPSK, QPSK, 16 QAM 

or 64 QAM (for example in the WiMAX system [58, 59]).  To recover the data, the nominal 

subcarrier level and phase must be known so that slicing levels can be set for the 

demodulator.  The pilot subcarriers are used for this purpose and it is assumed that the 

channel is correctly tracked.  The level of each subcarrier varies with symbol time and 

subcarrier frequency according to the channel frequency response given by Equation 5.18. 

The value α0  is taken as 1 and α1 is assumed to be between 0 and 1.  The magnitude response 

can then be between + 6 dB and -∞. 

 

For the environments considered in this work, the received signal is likely to be far above the 

thermal noise level.  Thus, assuming that the channel is tracked, the error rate performance of 

this demodulator will be determined by how far above the noise floor each subcarrier is.  In 

general, unless the relative delay of the reflection is very small, some of the subcarriers will 

fall into the notch but most will have a sufficient signal to noise ratio to provide good 

performance.  Typical OFDM implementations have forward error correction coding and 

interleaving [48, 58] which will remove most of the errors on the subcarriers with low signal 

to noise ratio.  The code rate can be chosen to trade off error reduction against system 

capacity.  It should be noted that OFDM systems such as those specified by [58] have been 

designed specifically to provide good performance in a multipath environment.  
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e) Summary of OFDM performance 

 

Based on the above considerations, it can be concluded that an OFDM system generally has 

better multipath performance than a single carrier system with a classical demodulator which 

performs symbol by symbol detection.  The only possible exception may be for cases in 

which the mobile is very close to a reflecting wall.  In this case, the entire signal would be 

periodically faded and no system would have good performance. 

 

In a multipath environment, when a notch is induced into the signal spectrum, the spectrum is 

distorted.  For a single carrier system with a classical demodulator, this produces distortion 

on all of the symbols.  For an OFDM system, on the other hand, the notch only degrades the 

symbols on some of the subcarriers and error correction coding with interleaving can recover 

most of the errors. 

 

The following section looks at the operformance of some other receivers for single carrier 

systems. 

 

5.9 Performance of other receivers 

In assessing the effects of multipath on single carrier systems, most of the discussion in this 

thesis has dealt with classical receivers which use symbol by symbol detection without 

additional attempts to compensate for the multipath.  However, other approaches have also 

been used and analyzed in the literature.  They include sequence detection, equalization and 

antenna diversity.  These types of receivers are briefly considered in this section. 

 

a) Sequence detection 

 

The optimum receiver for channels with a non-flat frequency response is a Maximum 

Likelihood Sequence Detectior (MLSD) [42, 60].  This type of receiver would typically be 

implemented using the Viterbi algorithm [42].  The performance of this type of receiver can 
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be characterized by the concept of the minimum Euclidean distance between two sequences, 

[42].  The square of the distance between two signals is, for the case where the noise is white 

Gaussian noise, the integral of the magnitude squared of the difference between the signals 

[42].  The minimum distance is the smallest value between all pairs of possible signals. 

 

Consider a system which transmits blocks of data in the presence of multipath interference 

from a single reflection.  When the multipath delay is much less than a symbol period, the 

signal energy of a block may be increased, if the spectrum notch is outside the signal 

spectrum or reduced if the notch falls within the spectrum.  In the latter case, the energy may 

be greatly reduced if the delay is small.  The minimum distance varies directly with the 

signal energy.  Therefore, a notch in the spectrum will reduce the system performance, even 

with an optimum demodulator.  However, Proakis [42] shows that, for a case where the delay 

is equal to a symbol period, the minimum distance is proportional to the sum of the powers of 

the direct and reflected signal components.  This will also be the case for delays greater than 

a symbol period as the reflection will appear as random interference.  Lucky [60] states in his 

review paper that the Viterbi algorithm, in most cases, uses all the available signal energy 

and effectively removes the effects of intersymbol interference.  Thus, it can be concluded 

that the MLSD will have reduced performance when the multipath produces a notch in the 

signal spectrum (short delay with the worst case reflection phase) but will have better 

performance than for the direct signal alone when the delay is greater than a signal period. 

 

One important point regarding the MLSD is that the channel response is assumed to be 

known.  Thus, tracking of the channel is required for this scheme. 

 

b) Equalization 

 

Equalizers try to compensate for the effects of intersymbol interference due to multipath.  

Linear equalizers try to correct the channel frequency response.  Decsion feedback equalizers 

have a linear portion for precursors and a decision feedback portion which use decisions 
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which have already been made.  Both types generally try to minimize the mean squared error 

of the received signal at the sampling instants. 

Linear equalizers generally do not perform well when channel spectrum nulls are present [42, 

60] as they try to produce a very high gain at these frequencies which enhances the noise.  

Decision feedback equalizers have better performance with spectral nulls and their mean 

squared error remains finite under these conditions [60].  However, equalizers are, in general, 

considered to be sub-optimal [42, 60].  A summary of modern approaches to equalization is 

given by Osman and Ucan [61]. 

 

c) Antenna diversity 

 

Antenna diversity is generally described in the context of multipath with very short delays 

which produce flat fading [42].  In this case, if two (or more) antennas have independent 

fading, their outputs can be linearly combined to reduce the probability of fading in the 

energy of the combined signal.  Proakis [42] describes the maximal ratio combiner, which 

weights and adds the antenna outputs together to maximize the overall signal to noise ratio. 

 

In general, MLSD can also be applied to the outputs of two (or more) antennas.  Usually, the 

antennas on the mobile are not separated by more than a few wavelengths.  Thus, the signal 

magnitudes of the direct signals are approximately the same at all antennas.  Similarly, the 

magnitudes of the reflected components are approximately the same at all antennas and the 

delays of the reflected components relative to those of the direct components are also 

approximately the same at all antennas.  However, the carrier phase of each component will 

be different at each antenna. 

 

The performance of such a diversity system can also be characterized in terms of an overall 

minimum Euclidean distance.  The square of the overall minimum Euclidean distance is just 

the sum of the squares of the minimum Euclidean distances of each antenna output.  If the 

relative delays of the reflected components are small and the relative carrier phases are such 

that more than one antenna output has cancellation, the minimum distance may be degraded.  
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In most cases, even with small delays, the minimum distance should be somewhat enhanced.  

However, if the relative delays are more than a symbol period, the square of the overall 

minimum distance will be proportional to the sum of the powers of all of the direct and 

reflected components and the overall performance will be significantly enhanced.   

LENOVO
Stamp



 

CONCLUSIONS 

 

A typical line of sight mobile communication scenario has been presented and analyzed in 

order to characterize the channel behaviour for suburban and semi-rural areas.  Based on the 

physics of reflection and scattering from flat walls, several key points about the behaviour of 

this propagation scenario have emerged.   

 

1) There exists a near zone extending outward from the reflecting structure in the direction of 

specular reflection.  The field within this near zone is similar in magnitude to that of the 

direct wave at the mobile.   

 

2) Beyond a certain near zone distance, the reflected field drops rapidly with distance from 

the structure, often as 1/d2 when there is a reflecting ground plane.   

 

3) The near zone distance depends on the size of the reflecting wall.  A very rough measure, 

for the case of broadside incidence, is the area divided by the wavelength. 

 

These points have been used to explain many of the aspects of the behaviour of mobile 

communication channels.  They have also been used to develop a model for the case of 

suburban and rural communications which, incidentally, is close to that of the corresponding 

SUI model.  The behaviours of some typical modulation formats in the presence of this 

model have been examined in a qualitative way. 

 

The thesis has also presented the results of measurements on suburban and semi-rural 

communications links which were carried out to validate the results of the theoretical 

analysis.  These measurements are in agreement with the theoretical analysis which shows 

that, for the types of areas which were studied, there were generally two types of behaviour: a 

good state and a bad state.  In the good state, there is little channel distortion and the error 

rates are small or zero.  In the bad state, there is significant distortion with high error rates 

and general poor performance.  In this state, there tends to be a single dominant reflection 
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whose amplitude is close to that of the desired signal and whose maximum delay is around 1 

us or less.  There may be other smaller reflections present but they can be modeled as an 

additional reflection whose magnitude is at least 10 dB below that of the direct path.  The 

delay of this reflection can be taken as 3 to 4 us. 

The effects of this type of communication channel on modulated signals have been studied 

by analyzing various aspects of the performance of several typical modulation methods for 

the case where there is a single dominant reflection.   It is shown that the timing and carrier 

recovery functions of a coherent QPSK receiver will be greatly affected by the reflection 

when the reflection amplitude approaches that of the desired signal.  In fact, it is likely that 

synchronization will be lost under these conditions.  Steady state timing and carrier recovery 

phase errors have been studied by simulation.   

 

Direct sequence spread spectrum systems and OFDM systems were also examined briefly.  A 

DS system is able to discriminate between the desired signal and the reflections as long as the 

reflected component delay is greater than the code chip period.  If the process gain of the 

system is large enough, the effects of the reflection can be greatly reduced, particularly if 

coding is used as well.  A RAKE type receiver can obtain even better performance because 

reflected components can be tracked.  The effects of this type of channel model on OFDM 

systems have been considered.  It has been shown that, if the channel can be tracked, OFDM 

systems with coding offer much better performance than a single-carrier system with 

classical symbol by symbol demodulation.  For very short delay spreads, the situation 

approaches flat fading and all types of systems will suffer degraded performance during the 

fade. 

 

In summary, this thesis has shown, by analysis, measurement and simulation that near line-

of-sight channels in suburban and semi-rural areas can cause very severe distortions in 

standard signal modulations because of the presence of multipath reflections.  It has been 

shown that there is usually a single dominant reflection which can approach the level of the 

desired signal within the near zone of a building wall.  The reflection can cause a severe 

periodic fading and signal distortion which can lead to the loss of synchronization of classical 
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coherent receivers.  A system design for this application requires special features to combat 

this type of behaviour.   DS or OFDM systems offer much better performance than a classical 

single-carrier system. 

 

Other receiver structures have also been addressed.  Maximum likelihood sequence detection 

can make use of the power in both the direct signal and the reflection.  Diversity can also 

enhance performance.  



 

ANNEX 
 
 

QPSK TIMING AND CARRIER RECOVERY SIMULATIONS 

This Annex provides the results of the timing and carrier recovery simulations described in 

Section 5.6.2.  Steady state timing and carrier phase errors are displayed as a function of 

reflection level, phase and delay for the case of a single dominant reflection. 

 

  

  

Figure A.1 Delay 0.0 symbols. a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

a b 

c d 
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Figure A.2 Delay 0.0 symbols. a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

 

 

 

a b 

c d 
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Figure A.3 Delay 0.1 symbols. a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output.   

 

 

 

a b 

c d 
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Figure A.4 Delay 0.1 symbols. a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output.   

 

a b 

c d 
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Figure A.5 Delay 0.2 symbols. a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

    

a b 

c d 
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Figure A.6 Delay 0.2 symbols. a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output.   

 

 

 

 

a b 

c d 



129 

 

 

Figure A.7 Delay 0.3 symbols. a) average carrier phase error; b) received signal 

power; c) average timing phase error; d) peak timing phase detector 

output. 

a b 

c d 
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Figure A.8 Delay 0.3 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

a b 

c d 

LENOVO
Stamp



131 

 

  

Figure A.9 Delay 0.4 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

a b 

c d 
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Figure A.10 Delay 0.4 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

a b 

c d 
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Figure A.11 Delay 0.5 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output.

a b 

c d 
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Figure A.12 Delay 0.5 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.13 Delay 0.6 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.14 Delay 0.6 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 



137 

 

 

 

Figure A.15 Delay 0.7 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.16 Delay 0.7 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output.

a b 

c d 
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Figure A.17 Delay 0.8 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output.

a b 

c d 
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Figure A.18 Delay 0.8 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output.  

a b 

c d 
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Figure A.19 Delay 0.9 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A. 20 Delay 0.9 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output.

a b 

c d 
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Figure A.21 Delay 1.0 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.22 Delay 1.0 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.23 Delay 1.1 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.24 Delay 1.1 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.25 Delay 1.2 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.26 Delay 1.2 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

a b 

c d 
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Figure A.27 Delay 1.3 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.28 Delay 1.3 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.29 Delay 1.4 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.30 Delay 1.4 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output.

a b 

c d 
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Figure A.31 Delay 1.5 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

 

a b
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Figure A.32 Delay 1.5 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.33 Delay 1.6 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output.  

 

a b 

c d 
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Figure A.34 Delay 1.6 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

a b 

c d 



157 

 

 

Figure A.35 Delay 1.7 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output.  

 

a b 

c d 
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Figure A.36 Delay 1.7 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

a b 

c d 
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Figure A.37 Delay 1.8 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

a b 

c d 
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Figure A.38 Delay 1.8 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

  

 

a b 

c d 
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Figure A.39 Delay 1.9 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output.  

 

a b 

c d 
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Figure A.40 Delay 1.9 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

a b 

c d 
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Figure A.41 Delay 2.0 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

a b 

c d 
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Figure A.42 Delay 2.0 symbols.  a) average carrier phase error; b) received signal 
power; c) average timing phase error; d) peak timing phase detector 
output. 

 

a b 

c d 
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