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CHAPTER3 

A SURVEY OF TECHNIQUES FOR FAST LEARNING OF PRODUCTION 

RULE PROBABILITIES 

Severa! different techniques exist for learning the probability distributions associated with 

the production rules of a SCFG. Estimation of probabilities are typically performed us­

ing maximum likelihood (ML) optimization. The most popular ML techniques are the 

Inside-Outside (10) algorithm (Baker, 1979; Lari and Young, 1990}, that maximizes the 

likelihood of a dataset and the Viterbi Score (VS) algorithm (Ney, 1992), that maximizes 

the likelihood of the best derivation trees of a dataset. However, these techniques are far 

too complex to be of practical use in radar ES applications, which requires timely protec­

tion against threats. Several techniques for reducing the time complexities of 10 and VS 

can be found in the literature (see Section 3.2). 

In this thesis, a specifie type of approach is considered, which is characterized by the use 

of chart parsers during pre-processing, to accelerate the iterative re-estimation of SCFG 

probabilities. More precisely, the techniques named Tree Scanning (TS), graphical EM 

(gEM), and HOLA will be studied. TS and gEM are EM techniques for ML optimiza­

tion. TS corresponds to the extreme case that lists all the possible derivation trees of the 

sequences in the training dataset, and can lead to very fast execution for low-ambiguity 

grammars. However, memory requirements become an issue for high-ambiguity gram­

mars. gEM requires more constant time complexity per iteration, and more moderate use 

of memory. Both TS and gEM produce the same results as 10. The original versions of 

these algorithms accelerate 10, and VS derivations of TS and gEM are introduced in this 

chapter. Finally, HOLA is a gradient descent technique for entropie optimization. These 

algorithms have been compared and discussed in (Latombe et al., 2006c ), (Latombe et al., 

2006a), and (Latombe et al., 2006b). 



Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.

23 

This chapter first presents the classical ML approaches to approximating the probability 

distributions, and then describes the well-known 10 and VS techniques. Then two fast 

alternatives to 10; namely the Tree Scanning, and the graphical EM techniques, along 

with their VS derivations, are reviewed. Finally, a gradient descent based technique called 

HOLA, for optimizing relative entropy is presented. The advantages and drawbacks of 

these techniques are discussed from an ES perspective. 

3.1 Classical EM techniques based on ML approximation 

In order to approximate a stochastic distribution defined over the training set, the problem 

of learning production rule probabilities of a SCFG from a set of sequences can be for­

mulated as an optimization prob1em. Most popular techniques for optimizing or learning 

production rule probabilities are based on the EM algorithm, which guarantees that a local 

maximum is achieved. The objective function depends on the training set and is defined in 

terms of thé probabilities of the rules. It uses growth transformations framework (Sanchez 

and Benedi, 1997), a special class of function (whose Eq. 3.2 belongs to), to re-estimate 

SCFG probabilities 

Given a SCFG G8 , and any finite collection 0 of training sequences drawn from its lan­

guage Lg( G 8 ), with repetitions allowed, the maximum likelihood approach for learn­

ing the probabilities of the grammar consists of maximizing an objective function of the 

form (Nevado et al., 2000): 

P(O, ~niG8) =II P(x, ~xiG8) (3.1) 
xE!J 

where P(x, ~xiG8 ) is defined in Eq. 2.3. It can be noted that Eq. 3.1 coïncides with the 

likelihood of the training sequences (Sanchez and Benedi, 1997) when ~x is identified 

with the set ~x consisting of every possible derivation permitted by G 8 and leading to 

xE 0, and then P(xiG8) = P(x, ~xiG8 ). It also coïncides with the likelihood of the best 
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derivation of the sequence when ~x contains only the single most probable derivation dx 
of x E n (see Eq. 2.4). Both interpretations will be used in the subsequent analysis. 

Optimization of Eq. 3.1 is normally implemented using an iterative Expectation­

Maximization technique. At each iteration, the following function can be applied to re­

estimate the production rule probabilities to approach a local maximum ofEq. 3.1 (Nevado 

et al., 2000; Sanchez and Benedi, 1997): 

(3.2) 

In Eq. 3.2, if ~x represents ali the possible derivations ~x for each sequence x in the train­

ing set, it corresponds to the 10 algorithm, while if ~x represents only the best derivation 

dx for each sequence x in the training set, it corresponds to the VS algorithm. lt can also 

be noted that between the 10 and VS algorithms, if ~x represents the k most probable 

derivations for each sequence in the training set, then Eq. 3.2 corresponds to the k-best 

derivation algorithm, or kVS (Nevado et al., 2000; Sanchez and Benedi, 1997). 

The rest of this section describes the well-known classical EM algorithms, called 10 and 

VS, in more detail. Bach one runs in an iterative manner, by using Eq. 3.2 to modify the 

probabilities of rulès un til a local optimum is achieved. 

3.1.1 The Inside-Outside (10) algorithm 

The most popular algorithm optimizing the likelihood of the training dataset to re-estimate 

the probabilities of a SCFG is 10 (Baker, 1979; Lari and Young, 1990, 1991), which is 

based on EM. This algorithm requires the grammar to be in Chomsky Normal Form (Lari 

and Young, 1990). A CFG is under CNF if its production rules are of the form A ---+ BC 

(which will be called hereafter a transition rule) or A ---+ a (which will be called hereafter 

an emission rule), where {A, B, C} are non-terminais and ais a terminal. lt is weil known 
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that any CFG can be expressed in Chomsky Normal Form (Hopcroft et al., 2001). As 

an exaniple, the derivation trees shown in Fig. 3 do not represent a CNF grammar, while 

those shown in Fig. 8 do. 

To re-estimate the probabilities, the 10 algorithm computes during each iteration an in­

side and an outside probability in two passes. To be consistent with the classical nota­

tions associated with the CYK parser that will be used for the TS and gEM, ali indexes 

will go from 0 to L. Since the production rulesfound by the parser will be of the form 

A(i,j) -+ B(i, k)C(k, j), where A(i,j) indicates that the non-terminal Ais at the origin 

of the subsequence {wi+1 ... wi} of the parsed sequence {w1 ... wL}, the inside and out­

side probabilities of 10 follow the same principle in their indexes. An iteration of the 10 

algorithm may be applied using the following steps: 

a. Compute the inside probabilities: Given a training sequence x = { wl' ... ' w L} E n, 
the inside algorithm computes a probability a(i -1, ji A) = P(A =? wi, ... , wj) of a 

sub-tree starting at the non-terminal A and ending at { wi, ... , Wj} as shown in Fig. 6. 

Itcan be noted that a(O, LIStart) is the probability of the sequence to be generated 

by the grammar corresponding to ali the possible derivation trees rooted at the initial 

non-terminal symbol, denoted by Start. The algorithm proceeds iteratively using 

the following recursive relations: 

a(i- 1, iiA) 
j-1 

a(i,jiA) - L L L a(i,kiB)a(k,jiC)O(A-+ BC), 
BEN CEN k=i+l 

for i < j - 1 (3.3) 

where N is the set of non-terminais of the grammar, A, B, and C are non-terminais, 

and wi is the ith word; 
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b. Compute the outside probabilities: Given a training sequence { W1, .•. , wL}, the out­

side algorithm computes a probability j3(i, ji A)= P(Start::::} w1 ... wiAwj+l···wL). 

for ali derivation trees containing the non-terminal A that generates the sub­

sequence {w1 ... wi} and {wi+l···wL} outside of A (see Fig. 7). The computation 

of outside probabilities proceeds iteratively using the recursive relations: 

{3(0, LIStart) = 1 
i-1 

f3(i,jiA) = L L L a(k, iiC)f3(k,jiB)B(B--+ CA) 
BEN CEN k=O 

L 

+ L L L a(j, kiC)f3(i, kiB)B(B--+ AC), 
BEN CEN k=j+l 

for i < j (3.4) 

where L is defined as the size of a sequence. 

c. Re-estimate the probabilities: 10 uses the inside and outside probabilities to re­

estimate the probabilities according to Bq. 3.2: 

B'(A--+ BC) 
"' l:o<i<k<i<L o:(i,kiB)o:(k,jiC),B(i,jiA)O(A->BC) 
L--xE!1 o:(O,LIStart) 

"' l:o<i<j<L o:(i,jiA),B(i,jiA) 
L--xE!1 o:(O,LIStart) 

B'(A--+ a) -
"' l:o<i<j<L o:(i,jiA),B(i,jiA) 
L--xE!1 o:(O,LIStart) 

"' Llw·=a ,B(i-l,iiA)O(A->a) 
L--xE!1 o:(O,LIStart) 

(3.5) 

Note that a, j3, and L depend on the training sequence x. 

For reference, the routines for computing inside and outside probabilities, and for reesti­

mating the probabilities are given in Algorithms 1 through 3, in which Mnt is the number 

of non-terminais of the grammar. 
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s 

Wi' ... 'Wi-1, i, ... ,Wk, Wk+i, ... WJ, WJ+l, ... 'WL 

Branches of a SCFG that are relevant for computation of the inside 
probabilities of the 10 algorithm. 

i, ... '1Vk, Wk+l, ... 'WJ WJ+l, ... 'WL 

Branches of a SCFG that are relevant for computation of the outside 
probabilities of the 10 algorithm. 

Eq. 3.5 follows from Eq. 3.2 due to the following relations: 

L N(A-+ BC,dx)P(x,dxiGs) - L a(i, kiB)a(k,jiC)j](i,jiA)O(A-+ BC) 
dxEZix 0:5_i<k<j:5_L 
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Algorithm 1: Inside (x) 

%%Initialization%% 
for i=1 to L do 

l for A EN do 
L a(i- 1, iiA) = e(A ~ Wi); 

%%Iteration%% 
for j=2 to L do 

l 
for i=j-2 to 0 do 

l for A EN do 

L a(i,jiA) = L_BEN 'L-cEN L_{:,~+l a(i, kiB)a(k,jiC)e(A ~ BC); 

Algorithm 2: Outside (x) 

%%Initialization%% 
(3(0, LIStart) = 1; 
for A E N\ Start do 
L (3(0, LIA) = 0; 

%%Iteration%% 
for i=O to L-1 do 

for j=L to i+ 1 do 

l 
for A EN do 

l (3(i,jiA) = L_BE~ 'L.cEN .r.~-==~ a(.k, iiC)(3(k, jiB)()(B ~CA)+ 
L.BEN 'L-cEN L.k=J+l a(J, kiC)(3(z, kiB)e(B ~AC); 

L N(A ~ a,dx)P(x, dxiGs) - L (3(i- 1, iiA)()(A ~a) 

L N(A, dx)P(x, dxiGs) L a(i, jiA)(3(i, ji A) 
dxEZix 05_i<j5_L 

28 

. (3.6) 

Consider the example shown in Fig. 8. This sequence corresponds to a phrase from an 

MFR of type Mercury, and will b€ used to train Mercury using 10. The Mercury Detection­

Leve! Grammar given in Annex 3 is considered to have been initialized in a uniform way, 

which means that given a non-terminal A, every e(A ~ À) is equal if A ~ À appears 
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Algorithm 3: Inside-Outside () 

while loglikelihood(m)- loglikelihood(m- 1) > Edo 
for xE n do 

l ax. = Inside(x); 
f3x = Outside(x); 

loglikelihood(m) = LxEn ax(O, L(x)!Start); 
for A EN do 

for BEN do 
foreE Ndo 

29 

l O'(A--+ BC) 

'"' l:.o<i<k<j<L a(i,kiB)a(k,JIC),B(i,jiA)O(A->BC) 
L.txEf! a(O,LjStart) 

'"' L-o<i<j<L a(i,JIA),B(i,JIA) 
L.txEf! a(O,LIStart) 

for a EV do 

l 
L_ilw·=a,B(i-l,iiA)B(A->a) 

e' A LxEf! a(O,LIStart) 
( -+a) = L L-o<i<i<L a(i,JIA),B(i,JIA); 

xEf! a(O,LIStart) 

m =m+ 1; 

in the grammar definition. Then, the production probabilities appearing in Fig. 8 are the 

following: 

e(Start-+ Acq E) = 0.1 

B(Start-+ Na E) = 0.1 

e(Start-+ Tm E) = 0.1 

B(Acq -+ Q6 Q6) = 0.1667 

O(Na -+ Q6 Q6) = 0.5 

B(Tm-+ Q6 Q6) = 0.1408 

B(Q6-+ W6 W6) = 1 

B(W6-+ 6) = 1 

B(E-+ 10) = 1 (3.7) 
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Start 

Q6 Q6 

/\ /\ 
W6 W6 W6 W6 

l l l l 
6 6 6 6 10 

0-----+-1 1-----+-2 2-----+-3 3-----+-4 4-----+-5 

Figure 8 Example of a derivation tree from a short sequence emitted by an MFR. 

Suppose that the quantities a(O, 41Acq) = 0.1667, a(O, 41Na) = 0.15, a(O, 41Tm) 

0.1408 and cx(4, 5jE) = 1 have already been computed. Then, according to Eq. 3.3, 

a(O, 5IStart) will be computed as follows: 

a(O, 5IStart) a(O, 41Acq)a(4, 5jE)B(Start -t Acq E) + a(O, 41Na)a(4, 5IE) 

B(Start -t Na E) + a(O, 41Tm)a(4, 5IE)B(Start -t Tm E) 

0.1667. 1. 0.1 + 0.5. 1. 0.1 + 0.1408. 1. 0.1 = 0.08075 (3.8) 

And according to Eq. 3.4, ;3(0, 41Acq) will be computed as follows: 

;3(0, 41Acq) a(4, 5IE)/3(0, 5IStart)B(Start -t Acq E) 

1. 1. 0.1 = 0.1 (3.9) 
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The reestimation formulaofEq. 3.5 for e'(Start- Acq E) gives: 

e'(Start- Acq E) 
a(0,511tart) a(O, 41Acq)a(4, 5jE),B(O, 5IStart)8(Start----+ Acq E) 

a(0,511tart) a(O, 5IStart),B(O, 5IStart) 

0 08
1
075 0.1667. 1. 1. 0.1 

. 1 = 0.20644 (3.10) 
0.08075 0.08075 . 1 

When 10 estimates a(i,jiA) and ,B(i,jiA), it passes through every possible combination 

of non-terminais A ----+ BC as though each non-terminal could produce any pair of non­

terminais, even if, according to the grammar, BC cannot be produced by A. Moreover, it 

considers that any non-terminal can have non-null inside and outside probabilities, what­

ever the subsequence. This will result in a time complexity per iteration of O(M~t · L3 ), 

which increases exponentially with the number of non-terminais and the size of the se­

quence. On the other hand, it has the advantage of having a low memory complexity of 

O(L2 
• Mnt)· 

It should be noted that for sorne applications, this algorithm can also be used for grammat­

ical inference. For example, one can use 10 with grammars that have different numbers 

of non-terminais, in which no probability is set to 0, and then select the best number of 

non-terminais (Lari and Young, 1990, 1991). 

3.1.2 The Viterbi Score (VS) algorithm 

While 10 seeks to maximize the likelihood of a training set, the VS (Ney, 1992) algorithm, 

seeks to maximize the likelihood of the best derivations of a training set. Once a grammar 

is in CNF format, an iteration of the VS algorithm may be applied using the following 

steps: 

a. Find the most likely derivation tree for the corresponding sequence: Let &( i, ji A) 

represent the largest inside probability of any subtree rooted at a non-terminal 
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A, and generating the subsequence wi+l, ... , Wj. Let ?,D(i, JI A) contain the rule 

A(i,j)---+ B(i, k)C(k,j) representing the highest vertex of the most probable sub­

tree, including the non-terminais B and C and the word index k. For compact 

representation, let ?,V(i,JIA) refer only to the vector [B, C, k], since it is enough to 

retrace the rule A(i, j) ---+ B(i, k)C(k, j). These can be computed recursively using 

the following equations: 

&(i, i +liA)= O(A---+ Wi+I) 

&(i,JIA) =max :max.{O(A---+ BC)&(i, kiB)&(k,JIC)}, for i < j- 1 
B,C t<k<J 

?,V(i, JIA) = [B, C, k] = argmaxB c k{O(A---+ BC)&(i, kiB)&(k, JIC)}, 
' ' 

for i < j - 1 (3 .11) 

The derivation tree dx can now be retraced by starting at ?,b(O, LIStart); 

b. Count the number of times each rule appears in the derivation tree found from 

?,V(O, LIStart); 

c. Re-estimate the probabilities: 

(3.12) 

In the case of VS, Eq. 3.2 reduces to Eq. 3.12 since Llx contains only the best 

derivation tree dx. 

For reference, the routines for finding the best derivation can be found in Algorithms 4 

through 6. Algorithm 7 allows counting the frequency of the production rules and reesti­

mating the probabilities. 



Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.

Algorithm 4: Maximum-Probabili ty (x) 
%%Initialization%% 
for i=l to L do 

l for A EN do 
L â(i- 1, iiA) = e(A----+ wi); 

%%Iteration%% 
for }=2 to L do 

for i=j-2 to 0 do 

l for A EN do 

l â(i,jiA) = maxB,CENmaxi<k<i{O(A----+ BC)â(i,kiB)â(k,jiC)}; 
· 1/;(i,jiA) = argmax8 ,c,k{O(A----+ BC)â(i, kiB)â(k,jiC)}; 

Algorithm 5: Retrace-path (x) 

store]_= Start----+ 1/;(0, ~1Start)(1)1/;(0, LIStart)(2); 
i = 0; 
j = L; 
k = 1/;(0, LIStart)(3); 
B = 1/;(0, LIStart)(1); 
C = 1/;(0, LIStart)(2); 
if k - i > 1 then 
L Add-store(1/;(i, kiB)); 

if j - k > 1 then 
L Add-store(1/;(k,jiC)); 

Algorithm 6: Add-store ( 1/;(i, jiA)) 

store~nd+l =A----+ 1/;(i,jiA)(1)1/;(i,jiA)(2); 
k = 1/;(i,jiA)(3); 
B = 1/;(i,jiA)(1); 
C = 1/;(i, jiA)(2); 
if k - i > 1 then 

1 Add-store(1/;(i, kiB)); 
else 
L store~nd+l = B----+ wk; 

if j - k > 1 then 
1 Add-store(1/;(k,jiC)); 

else 
L store~nd+I = C----+ wj; 

33 
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Algorithm 7: Viterbi-Score () 

initialize histot as a null-valued rnatrix of size Mnt · Mnt · Mnt; 
initialize histoe as a null-valued matrix of size Mnt ·Mt; 
%%Histograrns%% 
for xE D do 

for i=l to lstorexl do 
if 1 storef 1 =3 th en 

34 

histot ( storef ( 1), storef ( 2), storef ( 3)) = 

histot(storef(1),storef(2),storef(3))4-
1· 
' el se 

L histoe(storef(1), storef(2)) = histoe(storef(1), storef(2)) 4-1; 

%%Reestimation%% 
for A EN do 

for BEN do 

l forCE Ndo 

L O(A ----+ BC) = histot(A,B,C) . 
l:iDEN l:EEN histot(A,D,E)' 

for a EV do 

L O(A ----+ a) = histoe(A,a) . 
,l:bEV histoe(A,b)' 

Consider the exarnple of Fig. 8. According to the probabilities, the maximum likelihood 

derivation tree dx is shown on Fig. 9, and the corresponding frequency of the rules is given 

in Eq. 3.13. 

N(Na----+ Q6 Q6, d:) = 1 

N(Acq----+ Q6 Q6, d:) = 0 

N(Tm----+ Q6 Q6, dx) = 0 (3.13) 

Since Na can lead to other couples of non-terminais, O(Na ----+ Q6 Q6) has then to be 

norrnalized according to Eq. 3.12. 
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O'(Na--+ Q6 Q6) = N(Na--+ Q6 Q6, ~x) 
LÀ N(Na--+ À, dx) 

Na 

Q6 

Start 

Q6 

/\ /\ 
W6 W6 W6 W6 

! ! ! ! 
6 6 6 6 

0-+1 1-+2 2-+3 3-+4 

10 

4-+5 

Figure 9 Best derivation tree for example in Fig. 8. 

35 

(3.14) 

Both 10 and VS have a worst-case time complexity per iteration that grows with 

O(M~tL3 ), and a memory complexity that grows with O(L2 Mnt)· However, it can be 

seen that, contrary to 10, VS requires only one pass to re-estimate the probabilities, and 

this gives a lower time complexity per iteration in practice. In addition VS is known to 

converge with fewer iterations than 10, even though the SCFGs are not, in general, as well 

learned (Sanchez and Benedi, 1999a). 

Other alternatives to 10 and VS include (1) the k-best derivation algorithm and (2) the VS 

algorithm with prior information. As they were not implemented for simulations, they are 

simply described in Annex 2. 
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3.2 Fast learning techniques based on ML approximation 

Several alternatives have been proposed to accelerate the SCFG learning in different ap­

plications. Sakakibara (1990; 1993; 1994) uses Tree-Grammars, a technique to present 

the data such that it avoids passing through ali the possibilities. Probability reestimation 

is then achieved using a generalization of HMM forward-backward algorithm and leads 

to a time complexity of O(L3 + M~tL). Kupiec (1992) uses an Hidden Markov Model 

(HMM) based representation of the grammar with trellis diagrams in order to compute 

the 10 probabilities. For a same grammar, this algorithm has the same complexity as 

10, but does not require the grammar to be in Chomsky Normal Form (CNF), which re­

duces the number of non-terminais Mnt and therefore results in a lower time complexity. 

Lucke (1994) proposes a BLI - the author does not defi ne this acronym - algorithm in 

which the probabilities are approximated in a manner that is applicable to 10. It uses a 

stochastic parser, and perceives a derivation tree as a Bayesian network. Probabilities are 

re-estimated using two vectors called the evidential and causal support of a node. The 

approximations allow him to reduce 10 time complexity from O(M~tL3 ) to O(M~tL3 ). 

lto et al. (2001) reduces the time complexity from O(M~t) to O(M~t) by using restricted 

grammars, in which rules are of the formA ---+ AB or A ---+ BA. The author explains that 

this kind of grammar can model many languages, including English. Finally, Chen and 

Chaudhari (2003) propose to use a prediction function before applying 10 in order to de­

tect sorne redundant operations. Modifying 10 to avoid these operations allows reducing 

the time complexity per iteration by sorne unspecified amount. 

In this thesis, a popular type of approach is considered to reduce the time complexity 

per iteration of 10. lt involves pre-computing data structures such as support graphs 

and histograms, using tools like the Earley (Earley, 1970) or Cocke-Younger-Kasami 

( CYK) (Nîjholt, 1991; Hopcroft et al., 2001) parsers during the pre-processing phase. Pre­

computation of data structures may then accelerate the iterative probability re-estimation 

process, since the blind combination of rules, where any non-terminal symbol could pro-
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duce any combination of non-terminais, is avoided. Ali these techniques may in practice 

give lower time complexity, at the expense of an increased memory complexity. They are 

preferred in this work because MFR grammars are very simple (much more than natural 

language grammars for example). Thus, approaches that accelerate 10 using the grammars 

structure rather than more general algorithmic improvement seems more appropriate. Fu­

jisaki et al. (1989) were the first author to adapt this approach. They proposed using a CYK 

parser to find the derivations or the most probable derivations of the sentences, and then 

directly apply Eq. 3.2, corresponding either the Inside-Outside or the Viterbi algorithm. 

Based on this work, an algorithm called from now on Tree Scanning (TS) (Latombe et al., 

2006b ), where ali the possible derivation trees corresponding to a training set are com­

puted in order to apply the basic reestimation equations, has been introduced. Two ver­

sions of the algorithms, one for IO,named TS(IO), and the other for VS, named TS(VS), 

have been proposed. If this algorithm is faster than 10 in most of the applications, it has a 

time complexity of O(M[d · L3
), and a memory complexity of O(M~t · L) for a grammar 

of unbounded ambiguity. TS usually corresponds to the case where the most memory is 

sacrificed to accelerate time complexity. 

Stolcke (1995) proposed an algorithm that computes the inside and outside probabilities 

of 10 during the steps of an Earley parsing. However, this algorithm requires two passes 

- one for the inside probability and one for the outside probability. lt has the same time 

complexity per iteration of O(M~t · L3
) in the worst case, that is reduced to O(M~t · L2

) 

for grammars ofbounded ambiguity, and a memory complexity of O(M~t · L2
). 

Ra and Stockman (1999) introduced an extension of this last technique that computes 

both inside and probabilities in only one pass, using a special term that stores the weighted 

count of the rules appearing during the parsing, but increasing space complexity drastically 

to O(M~t · L2
). Time complexity then becomes O(llrll 2 L3

), where llrll is the number of 

rules of the grammars. However, in the worst case, it is O(M~tL3 ), which is more than 
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IO's. In this work, Stolcke and Ra's approaches are still too complex to be of practical use 

and were therefore not implemented. 

More recently, Sato and Kameya (2001) initially used a chart parser to produce a special 

representation of the training data called support graphs, where only the combination of 

rules leading to the analyzed sequence are represented. Then, they runa new IO-like algo­

rithm based on these support graphs called graphical EM (gEM). In literature, only an IO 

version of the algorithm is developed, a technique identified here in as gEM(IO). There­

fore, a new version of gEM, named gEM(VS), that allows for applying VS to gEM, is 

proposed here. Theirexperiments show a five-fold reduction intime complexity per itera- , 

tion on the ATRcorpus (Uratani etal., 1994), composed of 10995 short and conversational 

Japanese sentences. lt will be shown that its time complexity per iteration and its memory 

complexity grow with O(M~t · L3 ). lt is worth noting that the techniques proposed by 

Fujisaki, Stolcke, Ra and Stockman, and S.ato and Kameya compute the same values as IO 

and provide exactly the same results as IO. 

Oates and Heeringa (2002) have introduced a heuristic incrementai gradient descent algo­

rithm called HOLA- the authors do not define this acronym- based on summary Statistics. 

1t uses a standard chart pars er to compute the distributions of rules (the summary statistics) 

found after parsing the training database and· after parsing a set of sequences produced by 

the grammar. Re-estimation of probabilities is performed using an approximation of the 

gradient descent (Annex 3.3). Unlike the other techniques, HOLA does not optimize ex­

plicitly the likelihood of a sequence (as with IO), but rather the relative entropy between 

these two distributions. lt has the advantage of having very low time complexity per iter­

ation and memory complexity of O(M~t)~ 

The rest of this subsection presents a more detailed description of the TS, gEM, and HOLA 

algorithms. 
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3.2.1 The Tree Scanning (TS) Technique 

TheTree Scanning (TS) algorithm consists in using a chart given by a classic Earley (Bar­

ley, 1970) or CYK (Nijholt,.1991; Hopcroft et al., 2001) parser to find ali the possible 

trees producing a sequence and then applying Eq. 3.2. In most cases it represents the l~m­

iting case in trading off time complexity for memory complexity. A possible pseudo-code 

to extract the trees after Earley parsing is given in Algorithms 8 and 9, and a possible 

pseudo-code to extract trees from a CYK chart is given in Algorithms 11 and 12. 

Algorithm 8: Earley-Extract () 
arrange store, the result from Earley parsing containing the rules (see Algorithm 28) by 
stacks, where each stack corresponds to the initial word of the subsequence stepped by 
the rule (see Annex 1 for more details on the Earley parser); 
initialize the tools dep1 = dep2 = [1]; 
NewTree (); 
while stop=O do 

foreach stack do 

l 
TreeCompletion (); 
NewTree (); 
if no element of depl appears in the stack as the producer of a rule then 
L stop= 1; · 

Algorithm 9: NewTree ( ) 

for i=l to ldx 1 do 
for m=l to jdep2j do 

for n=l to jstackl do 
ü stackn is a transition rule then 

1 A ~ BC = stackn; 
el se 
L A ~ a = stackn; 

if A=deptemp(m) then 

l dend+l = di. 
x x• 

dep1end+1 = dep1i; 

dept2 = dep 1; 
remove ali the redundant indexes from dep2; 
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Algorithm 10: TreeCompletion () 

for i=l to ldx 1 do 
for m=l to ldep1l do 

for n=l to lstackl do 
if stackn is a transition rule then 

1 A-+ BC = stackn; 
else 
L A-+ a= stackn; 

if A=dep(m) then 
if stackn is a transition rule then 

1 

addA -+ BC to dx; 
add B and C to depl; 

else 
L add A -+ a to dx; 

Algorithm 11: CYK-Extract () 
condition = 1; 
stop= 0; 
start = 1; 
l= 0; 
CYK-Trees(Start(O,L)); 
while stop=O do 

start2=ldx 1+ 1; 
for l=start to ldx 1 do 

l A(i,j)-+ B(i, k)C(k,j) = chartd~end(4),d~·nd(5)(I(l)); 
CYK-Trees(B(i,k),l); , 
CYK-Trees(C(k,j),l); 

if ldxl=condition then 
L stop= 1; 

condition=ldx 1; 
start = start2; 
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In both cases, the result is a set of stored rules that correspond to the derivation trees dx in 

the algorithrns. It is then easy to apply Eq. 3.2 according to the desired method (10, VS or 

kVS). 

Once the trees corresponding to the sequences of a training data set have been cornputed, 

an iteration of the TS algorithrn may be applied using the following steps: 
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Algorithm 12: CYK-Trees (A ( i, j), nurnTree) 
count=O; 
for i=l to icharti,j 1 do 

if the rule corresponding to charti,j ( i) expands A then 
cou nt = cou nt + 1; 
if count=l then 

index= i; 
if charti,j(i) is oftheform B(k, m) --t C(k, l)D(l, m) then 

1 add B --tC, D to d~umTree; 
else 

L add B --t w i to dnumTree. 
x ' 

else 
%%there is a new derivation: addition of a new tree%% 
dend+l = dnumTree. 

x x ' 
if charti,j(i) is oftheforrn B(k, m) --t C(k, l)D(l, m) then 

1 
add B --tC D to dend. 

' x ' 
el se 

L add B --t Wi to dend. 
x ' 

I(end + 1) = i; 

resumption=ldxl; 
B(k, m) --t C(k, l)D(l, m) = charti,j(index); 
if d~umTree(resumption) = B --t CD then 

l CYK-Trees(C(k, l), numTree); 
CYK-Trees(D(l, m), numTree); 

a. Count the frequency of the rules and compute the probabilities of the trees: 

Use Eq. 2.2; 

b. Re-estimate the probabilities: Use Eq. 3.2. 

41 

These two steps are performed using Algorithm 13 for the 10 version of TS, named 

TS(I0)1
, and using Algorithm 14 for the VS version of TS, named TS(VS). The symbols 

1 Note that TS does not compute Inside and Outside probabilities. The notation just refers to the fact that 
ali the derivation trees are considered during the re-estimation of the probabilities. 
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Algorithm 13: Tree-Scanning ( IO) 

while cond(m) - cond(m-1) > c do 
for x=l to lr!l do 

%%Histograms%% 
initialize histo_tx as a null-valued matrix of size Mnt · Mnt · Mn6 
initialize histo_ex as a null-valued matrix of size Mnt · Mt; 

for i=l to ldxl do 
for j=l to ld~l do 

l 
if Id~ (j) 1 =3 then 

1 histo_tx,i(d~(j)) = histo_tx,i(d~(j)) + 1; 
else 
L histo_ex,i(d~(j)) = histo_ex,i(~(j)) + 1; 

%%Probability computation for each tree%% 

Px,ltojdxi = 1; 
for i=l to ldxl do 

l for j=l to Id~ 1 do 
L Px,i = Px,i · O(d~(j)); 

prod_tx = l:iPx,i · histo_tx,i; 
prod_ex = l:iPx,i · histo_ex,i; 
ptotalx = l:iPx,i; 

cond(m) = l:x iPx,i; 
%%Reestimati~n%% 

t _ " prod_tx . 
num_ - L.Jx ptotalx ' 
num e =" prod_ex. 

- L.Jx ptotalx ' 
for i = 1 to Mnt do 
L denom(i) = 2:~{ I:~:î num_t(i,j, k) + 2:::~1 num_e(i,j); 

foreach rule A ---t BC or A ---t a do 

l O'(A ---t BC) = num t(A,B,C). , 
denom(A) ' 

O'(A ---t a) = num e(A,a). 
denom(A) ' 

m=m+1; 

used in Alg. 13 can be linked to Eq. 3.2 as follows: 

numt(A, B, C) 

nume(A,a) 

42 

(3.15) 
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Algorithm 14: Tree-Scanning (VS) 

for x=l to lOI do 
%%Probabilities computation for each tree%% 

Pltojd,j = 1; 
for i=l to ldxl do 

l for j=l to ld~l do 
L Px,i = Px,i · (}(d~(j)); 

while cond(m) - cond(m-l) > c do 

for x=l to lOI do 
%%Histograms%% 
initialize histo_tx as a null-valued matrix of size Mnt · Mnt · Mnt; 
initialize histo_ex as a null-valued matrix of size Mnt · Mt; 
for i=l to ldx 1 do 

for j = argmaxi{Px,i} do 

1 histo_tx(d~(j)) = histo_tx(d~(j)) + 1; 
el se l 
if ld~(j)l=3 then 

L histo_ex(d~(j)) = histo_ex(d~(j)) + 1; 

%%Reestimation%% 
num_t = l:x histo_tx; 
num_e = l:x histo_ex; 
for i = 1 to Mnt do 
L denom(i) = l::f!;î 2:~:{ num_t(i,j, k) + i::J!;1 num_e(i,j); 

foreach rule A --+ BC or A --+ a do 

l (}'(A --+ BC) = num_t(A,B,C). 
denom(A) ' 

(}'(A--+ a) = num_e A,a . 
denom(A ' 

%%Probabilities computation for each tree%% 

Pltojd,j = 1; 

for i=l to ldxl do 

l for j=l to ld~l d~ 
L Pi= Pi. (}(lfx(j)); 

cond(m) =""'"' max·{p ·}· L...Jx t x,t , 
m=m+1; 

denom(A) 
1 

- ~ P(x, ~xiGs) d~x N(A, dx)P(x, dxiGs) 

O'(A---+ BC) 
num_t(A, B, C) 

denom(A) 
O'(A---+ a) = num_e(A, a) 

denom(A) 

43 

(3.16) 
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Consider the example of Fig. 8. Three different trees lead to the sequence x = 6 6 6 6 10: 

d; = [Start,Acq,E][Acq,Q6,Q6][Q6, W6, W6][W6,6][W6,6][Q6, W6, W6] 

[W6, 6] [W6, 6] [E, 10] 

d; = [Start, Na, Ej[Na, Q6, Q6][Q6, W6, W6][W6, 6][W6, 6][Q6, W6, W6] 

[W6, 6][W6, 6][E, 10] 

d~ = [Start, Tm, Ej[Tm, Q6, Q6][.Q6, W6, W6][W6, 6][W6, 6][Q6, W6, W6] 

[W6, 6] [W6, 6] [E, 10] 

where, for example, [Start, Tm, E] represents the rule Start--+ Tm E. 

From these trees, it is easy to find P(x, ~xiGs) = a(O, 5IStart), using Eq. 2.2 and 2.3 

with the production probabilities of Eq. 3.7: 

P(x, ~xiGs) - P(x, d;IGs) + P(x, d;IGs) + P(x, d~IGs) 

II B(A --+ À)N(A-+À,d~;) + II B(A--+ À)N(A-+À,d~) 

A-+À 

+ II B(A --+ À)N(A-+-\,d},) 

0.1. 0.1667. 1. 1. 1. 1. 1. 1. 1 + 0.1. 0.5. 1. 1. 1. 1. 1. 1. 1 

+0.1. 0.1408. 1. 1. 1. 1. 1. 1. 1 

0.01667 + 0.05 + 0.01408 = 0.08075 (3.17) 

For TS(IO), like for classical 10, O(Start--+ Acq E) can be re-estimated: 
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. where 

and 
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+ N(Start---+ Acq E, d;)P(x, d;IGs) 

+ N(Start---+ Acq E, d~)P(x, d~IGs) 

+ N(Start, d;)P(x, d;IGs) 

+ N(Start, d~)P(x, d~IGs) 

(3.19) 

(3.20) 

which gives: 

(J'(S ) 0 0~075 · (1 · 0.01667 + 0 · 0.05 + 0 · 0.01408) 
tart---+ Acq E = · 1 = 0.20644 

• 0.08075 . (1 . 0.01667 + 1 . 0.05 + 1 . 0.01408) 
(3.21) 

For TS(VS), like for classical VS, O(Start ---+Acq E) can be re-estimated: 

'( ) NJ (Start---+ Acq E) Nd2 (Start---+ Acq E) 0 
(} Start ---+ Acq E = x = x = - = 0 

N dx ( Start) Nd'i ( Start) 1 
(3.22) 
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This algorithm has the practical advantage of being very fast once the data has been pre­

processed, when ambiguity is of low order of magnitude. Moreover the data from the 

pre-processing is very easy to store, as it does not require any particular order in the orga­

nization of rules. Although the memory requirements needed with the pre-processing are 

very low for low-ambiguity grammars, they become an issue for high-ambiguity gram-
' 

mars. It has the disadvantage, when ambiguity rises, of having a time complexity per 

iteration and a memory complexity that grow with O(Mf:t · L3
) and O(Mf:t · L), respec­

tively. 

· 3.2.2 The Graphical EM algorithm 

During pre-processing, this algorithm creates a set of ordered support graphs from the 

chart of an Earley (Earley, 1970) or CYK (Nijholt, 1991; Hopcroft et al., 2001) parser, to 

represent only the derivations that may possibly lead to a sequence. For the following, we 

will assume that a CYK parser has initially been used on the data (cf. Annex 1). From 

the resulting chart T, the algorithm creates support graphs, each one showing the possible 

productions from a non-terminal that generates the subsequence from wi+l to Wj· Since 

the creation of the support graphs begins with Start, only production rules existing in the 

derivation trees leading to a given sequence will appear. The support graphs should be 

ordered such that a "father" is always before a "son", and the support graph generated by 

Start is always first. Support graphs are extracted using routines Extract-CYK and 

Vi si t-CYK presented in Algorithms 15 and 16. Fig. 10 shows the CYK chart corre­

sponding to the example in Fig. 8. Fig. 11 shows an example of support graphs created 

from the chart of Fig. 10, along with the corresponding notations. 

During the iterative process gEM operates in a similar way to the IO algorithm. The main 

difference lies in the fact that gEM only passes by the transitions described in support 

graphs to re-estimate the probabilities. Once the support graphs have been computed, 
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each iteration of the gEM(IO) algorithm may be applied on the support graph of Fig. 11 

using the following steps (Sato and Kameya, 2001). 

Algorithm 15: Extract-CYK 

for l = ltolfll do 
lnitialize all <p( r) to 0 and all V isited[] to NO;· 
ClearStack(U); 
Vi si t-CYK(l, Start, 0, L); 
for k=l to lUI do 
L Tk := PopStack(U); 

8z := < 71, ... , 7 1UI >; 

Algorithm 16: Vis i t -CYK ( l, A, i, j) 
Put r=A(i,j); 
Visited[r] :=Y ES; 
if j = i + 1 then 

if A(i,j)---+ w; E chart(i,j) then 
L adda set {A---+ wi} to <pr; 

else 
foreachA(i,j)---+ B(i,k)C(i,k) E chart(i,j) do 

add to <p(r) a set A---+ BC, B(i, k), C(k,j); 
if Visited[B(i,k)]=NO then 
L Vi si t-CYK(l, B, i, k); 

if Visited[C(k,j)]=NO then 
L Visit-CYK(l,C,k,j); 

PushStack( r, U); 

a. Compute the inside (a) and explanation (am) probabilities for each support graph 

in a bottom-up fashion: 

Initialization: 

a(i, i +liA) = O(A---+ wi+I) (3.23) 
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1 2 3 4 5 

Acq(0,4) -> Start(0,5) -> 
Q6(0,2) Q6(2,4) Acq(0,4) z(4,5) 

W6(0,1) -> Q6(0,2)-> Na(0,4) -> Start(0,5) -> 
6(0,1) W6(0,1) W6(1,2) Q6(0,2) Q6(2,4) Na(0,4) z(4,5) 

Tm(0,4) -> Start(0,5) -> 
Q6(0,2) Q6(2,4) Tm(0,4) z(4,5) 

W6(1,2) -> 
6(1,2) 

W6(2,3) -> Q6(2,4) -> 
6(2,3) W6(2,3) W6(3,4) 

W6(3,4) -> 
6(3,4) 

z(4,5) ->10(4,5) 

Figure 10 CYK tabular chart for example of Fig. 8. 

Iterative process: 

Œm(i,jjA) 

a(i, jjA) 

B(A --t BC)a(i, kjB)a(k, jjC) 

LŒm(i,jjA) 
m 
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0 

1 

2 

3 

4 

(3.24) 

where the summation extends over the branches of the support graph and the mth 

branch represents a production rule of the form A(i, j) --t B(i, k)C(k, j); 

b. Compute the outside (/3) probabilities and the balanced frequency of the rules (ry) 

for each support graph in a top-down fashion: 
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Figure 11 Support graphs for exarnple of Fig. 8. 

Initializati on: 

for 0:::; i < j :::; L, ,B(i, jiB) = 0, and ,8(0, LIStart) _: 1 

and 'lJ(A--+ BC) = 0, A,B,CEN (3.25) 

Iterative process: 

,B(i, kiB) <== ,B(i, kiB) + ,B(i, jiA~am(i, jiA) 
a(z, kiB) 

'lJ(A--+ BC) <== 'lJ(A--+ BC) + ,B(i,jiA)am(i,jiA) 
a(O, LIStart) 

'lJ(A--+ a) <== 
(A ) ,B(i, jiA)am(i, jiA) 

'17 -+a+ 
a(O, LIStart) 

(3.26) 

where Lis the size of the sequence and the mth branch of the support graph rep­

resents the production rule A(i,j) --+ B(i, k)C(k,j). lt has been shown in (Sato 

et al., 2001; Sato and Karneya, 2001) that these inside and outside probabilities cor-
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respond to IO's, but are restrictions of Eq. 3.3 and 3.4 to the relevant contributing 

values from the support graphs; 

c. Re-estimate the probabilities: 

B'(A---+ a) = 1J(A---+ a) (3.27) 
2:>. 17(A---+ À) 

For reference the inside and explanation probabilities are computed using the routine 

Get-Inside-Probs ( IO) presented in Algorithm 18. Algorithm19 presents the rou­

tine Get-Expectations ( IO) to compute the outside probabilities and 1], and Algo­

rithm 17 re-estimates the production probabilities. 

The relation between the elements of these three steps and those of Eq. 3.2 can be ex­

pressed as follows. 

17(A---+ À) 

Algorithm 17: Graphical-EM ( IO) 
Get-Inside-Probs(); 
loglikelihood(O) = L:xE!1 ax(O, L(x)JStart); 
while loglikelihood(m)-loglikelihood(m- 1) > Edo 

Get-Expectation(); 
foreach (A ---+ BC) E R do 
L B'(A -+.À)= 1J(A---+ À)/ L:>.' 1J(A---+ X); 

m = m+ 1; 
Get-Inside-Probs(); 
loglikelihood(m) = L:xE!1 ax(O, L(x)JStart); 

(3.28) 
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Algorithm 18: Get-lnside-Probs () 

for 1=1 to lOI do 
Put 6l =<TI, ... , Tlotl >; 
for k = lbll to 1 do 

foreach E Erp( Tk) do 
ak(Tk) = 1; 
foreach e E E do 

l 
ife = (A ---t .\) then 

1 ak(Tk) = ak(Tk) · B(A ---t .\); 

else 
L ak(Tk) = ak(Tk) · al(e); 

al(Tk) = L:EE'Pb) ak(Tk); 

Algorithm 19: Get-Expectations () 

foreach (A ---t À) E a do 
L 'l](A ---t .\) = 0; 

for 1=1 to lOI do 
Put 6l =< TI, ... , Tlozl >; 
f3l (TI ) : = 1; 
for k=2 to lbd do 
L f]l(Tk) := 0; 

for k=1 to lbd do 
foreach E E rp( Tk) do 

foreach e E E do 
ife = (A ---t .\) then 

1 'l](A ---t .\) = 'l](A ---t .\) + f]l(Tk) · ak(Tk)jal(O, LIStart); 
else 

l if al(e) > 0 then 
L f3l ( e) = f3l ( e) + f3l ( Tk) · ak ( Tk) / ak ( e); 
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Consider application of gEM to example of Fig. 8, using the production prdbabilities 

of Eq. 3.7. Suppose that the quantities a(O, 41Acq) = 0.1667, a(O, 41Na) = 0.15, 

a(O, 41Tm) = 0.1408 and a(4, 5IE) = 1 have already been computed. Then, according 

to Eq. 3.24 a(O, 5IStart) will be computed as follows. Let a 1 (0, 5IStart), a 2 (0, 5IStart) 

and a 3 (0, 5IStart) represent the explanation probabilities of the three branches in the first 
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support graph in Gig. 11. These can be computed as follows: 

a1(0, 5IStart) e(Start-+ Acq E)a(O, 41Acq)a(4, 5IE) 

0.1. 0.1667. 1 = 0.01667 

a 2(0, 5IStart) - (}(Start-+ Na E)a(O, 41Na)a(4, 5IE) 

0.1. 0.5. 1 = 0.05 

(}(Start-+ Tm E)a(O, 41Tm)a( 4, 5IE) 

0.1. 0.1408. 1 = 0.01408 

Then a(O, 5IStart) will be computed as in Eq. 3.30. 

a(O, 5IStart) - a1(0, 5IStart) + a2(0, 5IStart) + a3(0, 5IStart) 

0.01667 + 0.05 + 0.01408 

- 0.08075 
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(3.29) 

(3.30) 

Moreover according to Eq. 3.26 ry(Start -+ Acq E), ry(Start -+ Na E) and ry(Start -+ 

Tm E) will be computed as follows: 

ry(Start-+ Acq E) 

ry(Start -+Na E) 

ry(Start -+ Tm E) 

{3(0, 5IStart)a1 (0, 5IStart) 
a(O, 5IStart) 

1 . 0.01667 = 0.20644 
. 0.08075 

{3(0, 5IStart)a2(0, 5IStart) 
a(O, 5IStart) 

1 
. 0'05 

= 0.619195 
0.08075 

{3(0, 5IStart)a3(0, 5IStart) 
a(O, 5IStart) 
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1 . 0.01408 = 0.17 4365 
0.08075 

The reestimation formula for B(Start---+ Acq E) gives: 

rt(Start---+ Acq E) 
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(3.31) 

B(Start---+ Acq E) 
ry(Start---+ Na E) + rt(Start---+ Acq E) + ry(Start---+ Tm E) 

0.20644 = 2 44 
0.20644 + 0.619195 + 0.174365 o. 06 (3.32) 

lt has been shown that the results produced by the graphical EM are the same as the results 

given by the 10 algorithm (Sato et al., 2001; Sato and Kameya, 2001"). Actually, while 

the 10 algorithm passes through ali the possible combinations of a grammar to produce 

a sequence, the graphical EM algorithm only uses the combinations given by the support 

graphs. lt is more efficient in most practical cases, although the worst case time complexity 

per iteration is equal to IO's. A greater memory complexity of O(M~t · L2
) is however 

needed to store the support graphs. 

3.2.3 A VS version of gEM 

Since VS has, in practice, a lower time complexity per iteration and usually converges 

faster that 10, a VS version of gEM(IO) has been proposed, leading to a new algorithm 

called gEM(VS) (Latombe et al., 2006e). This algorithm modifies the support graphs 

in order to access the best derivation of the corresponding sequence, resulting in a set 

of one-branch support graphs. Get-InsideProbs (VS) of Algorithm 18 now com­

putes the maximum probabilities instead of the inside probabilities, but still computes the 

explanation probabilities of the remaining parts of the support graphs. Fig. 12 shows a 
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possible result of the support graphs corresponding to gEM(VS) from the same exam­

ple as in Fig. 11. Then, the routine Get-Expectations (VS) computes the outside 

probabilities and rJ based only on the new set of support graphs. 

Start (0,5) Start-> Nat: Na (0,4) &(4~) & (4,5) fl -> 10 

Acq (0,4) Q6(0,2) Q6(2,4) W6 (3,4) Wli->6 

Na(0,4) Na·>Q6Q6 Q6(0,2) Q6(2,4) 
W6 (2,3) W6->6 

Tm·>Q6Q6 Q6(0,2) Q6(2,4) 

W6 (1;2) W6">6 

Q6 (0.Z) Q6->W6W6 W6 (0,1) W6 (1,2) ~o-~ 
Wli->6 

Q6 (2,4) Q6->W6W6 W6(2,3) . W6(l,4) 

Figure 12 New support graphs for gEM(VS) based on Fig. 11. 

Once the original support graphs have been precomputed, an iteration of the gEM(VS) 

algorithm may be applied on the support graph of Fig. 11 using the following steps: 

a. Compute the maximum(&) and explanation (&m) probabilities for each support 

graph in a bottom-up fashion: 

Initialization: 

&( i, i + liA) = B(A ---+ Wi+I) (3.33) 
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Iterative process: 

O(A--+ BC)â(i, kjB)â(k,jjC) 

â(i,jjA) - max{a~(i,jjA)} (3.34) 
m 

where the maximization extends over the branches of the support graphs and the 

mth branch represents a production rule of the form A(i, j) --+ B(i, k)C(k, j); 

b. Compute the outside (/3) probabilities and the balanced frequency of the rules (~) 

for each support graph in a top-down fashion: 

Initialization: 

for 0::::; i < j::::; L, /3(i,jjB) = 0, and /3(0, LjStart) = 1 

Iterative process: 

If /3( i, kjA) =j; 0: 

and ~(A--+ BC) = 0, A, B, CE N (3.35) 

/3(i, kjB) 

~(A--+ BC) -

~(A--+ a) 

/3(i,jjA)a~(i,jjA) 
Œ(i, kjB) 

/3(i, JIA)a~(i, JI A) 
&(0, LjStart) 

/3(i, JIA)a~(i, JI A) 
&(0, LjStart) 

(3.36) 

Here, m identifies the most probable branch of the support graph as determined by 

Eq. 3.34, and corresponds to the production rule A(i, j) --+ B(i, k)C(k, j). L is 

still the size of the sequence. In the computation off], the normalization is always 

performed with respect to &(0, LjStart), whatever the corresponding rule; 
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c. Reestimate the probabilities: 

O'(A---+ BC) = i](A---+ BC) 
2:>. i](A---+ À) 

, i](A---+ a) 
e (A---+ a) = 2:>. i](A---+ À) (3.37) 

These steps are performed using Algorithms 20 through 22. 

The relation between the elements of these steps and those of Eq. 3.2 cati be expressed as 

follows. 

i](A---+ À) = L N(A---+ À, Jx) 
xE!1 

Algorithm 20: Graphical-EM (VS) 
Get-Inside-Probs-VS(); 
loglikelihood(O) = l:xEI!1I Œx(O, L(x)!Start); 
while loglikelihood(m)-loglikelihood(m- 1) > Edo 

Get-Expectation-VS(); 
foreach (A---+ BC) ER do 
L O'(A---+ À)= i](A---+ À)/ 2:>.' i](A---+ X); 

m=m+1; 
Get-Inside-Probs-VS(); 
loglikelihood(m) = l:xEI!1I ax(O, L(x)!Start); 

(3.38) 

The support graphs of the example of Section 3.2.2 obtained by using the Viterbi version of 

the algorithm are given in Fig. 12. Suppose that the production rule probabilities have been 

initialized like in Eq. 3.7, and that the quantities &(0, 4jAcq) = 0.1667, &(0, 4jNa) = 0.5, 

&(0, 4jTm) = 0.1408 and &(4, 5jE) = 1 have already been computed. Then, according to 

Eq. 3.34 &(0, 5jStart) will be computed as follows: 

&(0, 5jStart) - max{ Œm(O, 5jStart)} . 
m 

max{O(Start---+ AcqE)â(O, 4jAcq)&(4, 5jE), O(Start---+ NaE)â(O, 4jNa))&(4, 5 

O(Start---+ NaE)Œ(0,4jNa))&(4,5jE) 

- 0.05 
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Algorithm 21: Get-Inside-Probs-VS () 

for l=l to lOI do 
Put bt =< T1, .•. , Tj8zl >; 
for k = lbtl to 1 do 

foreach E E <p ( Tk) do 
&k(Tk) = 1; 
foreach e E E do 

ife = (A ----* À) then 
1 &k(Tk) = &k(Tk). O(A----* À); 

else 
L &k(Tk) = &k(Tk) · a[l, e]; 

&1
( Tk) = IDaXEEcp(Tk){ &k( Tk)}; 

Emax = argmaxEEcp(Tk) { &k( Tk)}; 
'1/J~iterbi ( Tk) = 'Pl ( Tk) ( Emax); 

Algorithm 22: Get-Expectations-VS () 

foreach (A ----* À) E R do 
L 7J[A ----* (] = 0; 

for l=l to lOI do 
Put bt =< T1, ... , Tl<~"tl >; 
/31(Tl) := 1; 
for k=2 to lbtl do 
L /31(Tk) := 0; 

for k=l to lbtl do 
foreach e E 'Pviterbi ( Tk) do 

ife= (A----* À) then 
1 1](A----* À)= 1](A----* À)+ /J1(Tk) · &k(Tk)/&1(8(0, nt)); 

el se 

l if &1(e) > 0 then 
L /J1(e) = /31(e) + /31(Tk) · &k(Tk)/&1(e); 
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Moreover according to Eq. 3.361](Start ----* Acq E), 1](Start ----* Na E} and 1](Start ----* 

Tm E) will be computed as follows: 

1](Start----* Acq E) - 0 
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fl(Start---+ Nat) 

fl(Start---+ Tm t) 

_ ~(0, 5IStart)&2(0, 5IStart) = 1 · 0.05 = 
1 

&(0, 5IStart) · 0.05 

0 

The reestimation formula for ()'(Start---+ Acq t) gives: 

fl(Start---+ Nat) 
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(3.40) 

()'(Start---+ Nat) 
fl(Start---+ Acq t) + fl(Start---+ Nat)+ fl(Start---+ Tm t) 

1 
---=1 
0+1+0 

And the probabilities have to be normalized as in Eq. 3.37. 

(3.41) 

After the first step of the iterative process, ali the support graphs are kept. Indeed, as 

Get-Inside-Probs (VS) runs in a bottom-up fashiçn, support graphs coming from a 

deleted bran ch located higher in the support graphs will be present at the end of the routine. · 

As Get-Expectations (VS) works only on the new support graph in a top-down 

fashion, andthanks to the initialization of~. the useless support graphs will not have effect 

on the computation of r,. Indeed f} is computed by considering only the best derivation tree. 

Since the second pass must be performed on these one-branch support graphs, gEM(VS) 

requires more memory than gEM(IO) for storage. However, both gEM(VS) and gEM(IO) 

have time and memory complexities that grow with O(M~t · L 3
) and O(M~t · L2). 

3.3 Fast gradient descent based on relative entropy - HOLA 

Oates and Heeringa (2002) present a heuristic on-line algorithm called HOLA based on 

summary statistics. Unlike 10, VS, TS or gEM, HOLA does not optimize the likelihood of 

the training dataset in a EM fashion to re-compute production rule probabilities. Instead, 

it re-estimates the probabilities of a grammar by using an approximation of the gradient 

descent. It requires pre-processing prior to reestimation of the probabilities. A routine 
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computes summary statistics for the training database. A standard Earley (Earley, 1970) 

or CYK (Nijholt, 1991; Hopcroft et al., 2001) chart parser is used to count how many times 

a particular rule is used in the production of the sequences of the training database. For a 

grarnmar under CNF the amount of data needed is two matrices, one for the transition rules 

and a second for the emission rules. These matrices are stored, and can then be updated if 

new datais added. The values of the frequencies of the rules are then normalized according 

to Eq. 3.42: 

N'(A ---+ ') = N(A ---+ À).o 
· /\ .o N(A).o (3.42) 

where N (A ---+ À) .o represents the frequency of appearance of the rule A ---+ À when 

parsing the training dataset, and N(A).o represénts the frequency of A being the origin 

of any production rule. This allows a comparison of counts with different numbers of 

sequences. For example of Fig. 10, the N () .o will store the following values: 

N(Start---+ Acq E).o = 1 N(Start---+ Na E).o = 1 

N(Start---+ Tm E).o = 1 N(Acq---+ Q6 Q6).o = 1 

N(Na---+ Q6 Q6).o = 1 N(Tm---+ Q6 Q6).o = 1 

N(Q6---+ W6 W6).o = 2 N(W6---+ 6).o = 4 

N(E---+ 10).o = 1 (3.43) 

Once the histograms have been computed, an iteration of the HOLA algorithm may be 

applied using the following steps, as presented in Algorithm 25: 
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a. Generate sequences from the SCFG G 8 : Starting from the Start symbol, randomly 

generate a particular set of derivation trees that lead to a corresponding set of se­

quences, using the probabilities of G8 • In other words, the sequences depend on the 

current distribution of the probabilities of G 8 ; 

b. Compute and normalize the corresponding frequency histograms: Parse the ge11-era­

ted sequences and count the total number of times N(A -t ..\).s that the production 

rule A -t À occurs in the complete set of CYK charts. Then normalize to compute 

N'(A -t ..\).s; 

c. Re-estimate the probabilities: 

B'(A -t ..\) = B(A -t ..\)(1 + x(N'(A -t ..\).a- N'(A -t ..\).s)) 

Note that B'(A -t ..\)must be subsequently normalized to remain consistent. 

The pseudo-codes of the algorithms are given below in Algorithms 23 through 25. 

Algorithm 23: HOLA ( ) 

load HOLA-Count-Storage-Normalized; 
while criterion is not reached do 
L HOLA:-Iteration; 

Algorithm 24: HOLA-Count () 

derivation = parse each sequence of the database; 
foreach dE derivation do 

l 
foreach rule r in the grammar do 

l ifr = d then 
L N(r).o = N(r).o + 1; 

save HOLA-Count-Storage-Raw; 
{ N'(r).o }=normalize {N(r).o }; 
save HOLA-Count-Storage-Normalized; 

(3.44) 
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Algorithm 25: HOLA-Iteration () 
generate a set of sequences according to the grammar; 
derivation= parse each generated sequence; 
foreach dE derivation do 

l 
foreach rule r in the grammar do 

l ifr = d then 
L N(r).s = N(r).s + 1; 

{ N'(r).s }=normalize {N(r).s }; 
foreach rule r do 

l 
fJ(r) = fJ(r) · (1 +x· (N'(r).o- N'(r).s)); 
if fJ(r) ~ 0 then 
L fJ(r) = min; 
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lt can be seen that three parameters must be set with HOLA - the number of sequences to 

randomly generate at each iteration, the leaming rate x in the reestimation formula, and the 

stopping criterion. Parameter values depend on the application, and will vary according 

to the average size of the sequences, the size of the grammar, etc. As the purpose of 

HOLA is to have the number N'(A ---+ À).s tend toward N'(A ---+ À).o for every rule 

A ---+ À, a possible stopping criterion consists in making the relative entropy converge on 

an independent validation set. The relative entropy of two distributions p and q is given 

by: 

H = LP(x) log~~~~ 
x 

(3.45) 

In this case, for a grammar under CNF, p and q are the sample and the observed distri­

bution of the frequency of a non-terminal producing a combination of two non-terminais 

or producing a terminal. The sum of the relative entropies over ail the non-terminais be-

cornes: 

HH = ""'N'(A---+ À) 1 N'(A---+ À).s 
~ .s og N'(A---+ À).o 
A-+>. 

(3.46) 
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Here the sum is extended over all production rules A --+ À in the grammar. This is used in 

the convergence criterion: 

I(HH(iteration)- HH(iteration -1)1 < E (3.47) 

Suppose the database is composed by only the sequence of Fig. 8. Then the values of the 

raw and normalized observed histograms (N and N') will be: 

and 

N(Start--+ Acq E).o = 1 

N(Start--+ Na E).o = 1 

N(Start--+ Tm E).o = 1 

N(Acq--+ Q6 Q6).o = 1 

N(Na--+ Q6 Q6).o = 1 

N(Tm--+ Q6 Q6).o = 1 

N(Q6--+ W6 W6).o = 2 

N(W6--+ 6).o = 4 

N(E--+ 10).o = 4 

N'(Start--+ Acq E).o = 1/3 

N'(Start--+ Na E).o = 1/3 

N'(Start--+ Tm t:).o = 1/3 

N'(Acq--+ Q6 Q6).o = 1 

N'(Na--+ Q6 Q6).o = 1 

N'(Tm--+ Q6 Q6).o = 1 

(3.48) 
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N'(Q6 -t W6 W6).o = 1 

N'(W6 -t 6).o = 1 

N'(E -t lO).o = 1 

Na/Tm 

Sl 

W6 

2 6 

o-J 1-2 
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(3.49) 

Start 

T6 

Q6 

/\ 
W6 W6 

l l 
6 6 10 

2-3 3-4 4-5 

Figure 13 Example of derivation tree and sequence generated by the grammar for 
Mercury. 

Ali the other rule frequencies are set to O. Suppose the grammar whose probabilities are 

presented below generates the sequence of Fig. 13. Note that sorne production proba­

bilities are not involved in this example, and that for consistency, L:.x B(A -t >.) = 1. 
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8(Start---+ Acq E) = 0.1 

8(Start---+ Na E) = 0.1 

8(Start---+ Tm E) = 0.1 

8(Acq ---+ Q6 Q6) = 0.1667 

8(Na ---+ Q6 Q6) = 0.5 

8(Tm---+ Q6 Q6) = 0.1408 

8(Na ---+ 81 T6) = 0.5 

8(Tm---+ 81 T6) = 0.1408 

8(T6 ---+ W6 Q6) = 1 

8(Q6--+ W6 W6) = 1 

8(81---+ 2) = 0.2 

8(W6 ---+ 6) = 1 

8(E---+ 10) = 1 
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(3.50) 

The values of the raw and normalized sample histograms (N and N') for this sequence 

will be: 

N(Start---+ Acq E).s = 0 

N(Start---+ Na E).s = 1 

N(Start---+ Tm E).s = 1 

N(Acq---+ Q6 Q6).s = 0 

N(Na---+ Q6 Q6).s = 0 

N(Tm---+ Q6 Q6).s = 0 

N(Na---+ 81 T6).s = 1 
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and 

N(Tm ---7 81 T6).s = 1 

N(T6 ---7 W6 Q6).s = 1 

N(Q6 ---7 W6 W6).s = 1 

N(81 ---7 2).s = 1 

N(W6 ---7 6).s = 3 

N(E ---7 10).s = 1 

N'(8tart ---7 Acq E).s = 0 

N'(8tart ---7 Na E).s = 1/2 

N'(8tart ---7 Tm E).s = 1/2 

N'(Acq ---7 Q6 Q6).s = 0 

N'(Na ---7 Q6 Q6).s = 0 

N'(Tm ---7 Q6 Q6).s = 0 

N' (Na ---7 81 T6).s = 1 

N'(Tm ---7. 81 T6).s = 1 

N'(T6 ---7 W6 Q6).s = 1 

N'(Q6 ---7 W6 W6).s = 1 

N'(81 ---7 2).s = 1 

N'(W6 ---7 6).s = 1 

N'(E ---7 lO).s = 1 

Thus, setting x to 0.1, the probabilities are re-estimated using Eq. 3.44 as follows: 

B'(8tart ---7 Acq E) = 0.1 · (1 + 0.1 · (1/3- 0)) = 0.103 

65 

(3.51) 

(3.52) 
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O'(Start--+ Na E) = 0.1 · (1 + 0.1 · (1/3- 1/2)) = 0.098 

O'(Start--+ Tm E) = 0.1 · (1 + 0.1 · (1/3- 1/2)) = 0.098 

O'(Acq--+ Q6 Q6) = 0.1667 · (1 + 0.1 · (1- 0)) = 0.18337 

O'(Na--+ Q6 Q6) = 0.5 · (1 + 0.1 · (1- 0)) = 0.55 

O'(Tm--+ Q6 Q6) = 0.1408 · (1 + 0.1 · (1- 0)) = 0.15488 

O'(Na--+ 81 T6) = 0.5 · (1 + 0.1 · (0- 1)) = 0.45 

O'(Tm--+ 81 T6) = 0.1408 · (1 + 0.1 · (0- 1)) = 0.12672 

e'(T6--+ W6 Q6) = 1 · (1 + 0.1 · (0- 1)) = 0.9 

O'(Q6--+ W6 W6) = 1 · (1 + 0.1 ·(1-1))= 1 

e'(S1--+ 2) = 0.2. (1 + o.1. (o- 1)) = o.18 

e'(W6--+ 6) = 1. (1 + o.1. (1-1))= 1 

e'(E--+ 6) = 1. (1 + o.1. (1-1))= 1 
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(3.53) 

The probabilities should thereafter be normalized over ali the production probabilities, 

including those which are not involved in the example, to be consistent. 

HOLA's time complexity per iteration only depends on the size of the histograms and is 

constant with regard to the amount of data. HOLA also has a very low memory complexity. 

This algorithm has a time complexity and a memory complexity that are both of 0 ( M~t). 

On the other hand, the number of iterations will vary with regard to parameters, such as 

the number of sequences randomly generated, the value of x and the initial distribution of 

the production probabilities. 

3.4 Comparison of learning techniques 

It has already been mentioned that gEM and TS were numerically equivalent. More­

over, gEM(IO) and TS(IO) are numerically equivalent to the classical 10 algorithm, while 
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gEM(VS) and TS(VS) are numerically equivalent to the classical VS algorithm. The dif­

ferences between these two techniques lie in both pre-processing and iterative procedures. 

Pre-processing with TS results in a non-compact representation of the derivation trees 

of the sequences of the training dataset. This allows for very fast re-estimation of the 

data during the iterative process. However, the derivation trees can be listed only if the 

grammar is low ambiguous, which limits the total number of derivation trees for a given 

sequence, otherwise memory requirements become an issue. Pre-processing with gEM 

creates support graphs, which is a more compact representation of the derivation trees, 

and thereby allows dealing with more ambiguous grammar, but resulting in a higher time 

complexity per iteration for low-ambiguity grammars. 

HOLA is very different from the other algorithms, although it also uses a parser for pre­

processing of the training dataset. Pre-processing in this case results in an histogram 

summarizing the frequency of appearance of the rules during the parsing, and therefore 

has a size that only depends from the number of non-terminais of the grammar, which 

is very low for radar ES applications. lts time complexity also depends only from the 

number of non-terminais of the grammar, and the iterative process is therfore much faster 

than those of TS and gEM. However, it has the main inconvenience of not optimizing the 

likelihood of the training dataset, which may lead to lower accuracy than TS and gEM. 

Table 1 displays a summary of the re-estimation formulas of the above-described tech­

niques, namely 10, VS, TS(IO), TS(VS), gEM(IO), gEM(VS) and HOLA, along with their 

relation with the global re-estimation formula of Eq.3.2. This table contains definitions of 

the symbols used in each reestimation formula. 10 re-estimates the production rule prob­

abilities using inside and outside probabilities, while VS does this using a simplification 

of Eq. 3.2. TS(IO) uses Eq. 3.2 directly, while TS (VS) uses the same equation as VS. 

gEM(IO) and gEM(VS) re-estimate the probabilities by normalizing the 'TJ and f]. Note, 
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however, that TS/gEM(IO) and TS/gEM(VS) all have equivalent formulas. In contrast, 

HOLA uses an approximation of the gradient descent. 

Table I 

Re-estimation formulas of techniques for batch learning of SCFGs. 

Method Reestimation Formula 

{l' (A --+ À) = L:xEfl P(xix~Gs) L:dxEdx N(A--->À,dx)P(x,dxiGs) 

L:xEfl P(x,dxiGs) L:dxEdx N(A,dx)P(x,dxiGs) 

General 

. N (A --+ À, dx) = frequency of the rule A --+ À in the derivation tree dx 

L:xEfl 
L:o<i<k<j_<L a(i,kiB)a(k,jiC){3(i,jiA)O(A--+BC) 

O'(A---+ BC) = a(O,L!Start) 

L:xEfl 
Ëo<i<j_<L a(i,jiA){3(i,iiA) 

a(D,LIStart) 

L:ilw·-a {3(i-l,iiA)O(A--+a) 

10 O'(A -ta)- L:xEfl . ,-a(O,LIStart) 
- L: Î:o<i<j_<L a(i,jiA)f3(i,iiA) 

xEfl a(O,L!Start) 

a(i, jjA)=inside probability of A generating the subsequence wi+1, ... , wi 

(3 ( i, j 1 A) =outside probability of A generating the subsequence wi+ 1 , ... , w i 

vs O'(A--+ À) = N(A--->À;dx) 
N(A,dx) 

dœ = best derivation tree of sequence x 

TS(IO) O'(A--+ À) = L:xEfl P(xixiGs) L:dxEdx N(A--->À,dx)P(x,dxiGs) 

L:xEfl P(x,dxiGs) L:dxEdx·N(A,dx)P(x,dxiGs) 
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Method Reestimation Formula 

TS(VS) B'(A----* À) = N(A->>.,d,) 
N(A,dx) 

gEM(IO) B'(A----* À) = 7J(A->>.) 
L:>. 7J(A-+>.) 

ry(A----* À)=sum on ali the strings of the normalized 

balanced frequency of the rule A ----* À 

gEM(VS) B'(A----* À) = 77(1--+>.) 
L:>. 7J(A-+>.) 

ry(A----* À)=N(A----* À, dx) 

B'(A----* À)= B(A----* À)· (1 +x· (N(A----* À).o- N(A----* À).s)) 

HOLA N (A ----* À). o = frequency of the rule A ----* À over the training set 

N(A----* À).s = frequency of the rule A ----* À over the generated set 


